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Abstract

Multi-drug resistance of Gram-negative bacteria suchEasherichia coli, Klebsiella

pneumoniae, Pseudomonas aeruginasa Acinetobacter baumanis the major cause for

human mortality worldwide. Bacterial capsular polysacdes (CPS) are important

virulence determinants of such Gram-negative bacteriginigein colonization and offering

antibacterial drug resistance. Though the outer membrateirpizi has been identified as

responsible for surface anchorage of the Group 1 capks&eaoli, the mechanism involved

remains unknown. In this context, we carry out molecdkgmamics simulations of Wzi

protein and its mutants. Our results for the first tiexerl, the water conducting property of

Wzi protein. Two residues, namely Tyr380 and Trp39 at the aettudar and periplasmic

faces respectively are identified to play an important irokegulating water conduction. A

potassium ion binding pocket is observed on the extragellate of the protein, coinciding

with the water entry region. We hypothesize that thag iime the interacting region for CPS

onto the bacterial surface through non-covalent intieret We also model the extracellular

loop L5, which is absent in the crystal structure. Simoatishow that it plays a major role

in anchoring the protein to the lipid membrane. In additeoiexameric repeating unit of
*URXS FDSVXODU SRODWampF K:DU D5G4lp-: : FKDLQ FDUU\LQJ
-D-GIcUAp- : -.-D-Galp- : EUDQFK DW SRVLWLRQ RI WKRHBDQQR

and is found to exist in two major conformations, namelyt bed extended. The outcome of

this study may facilitate the design of antibacterialgdrthat can specifically alter the water

conductance of Wzi. This may further perturb CPS binding édottterial surface and thus

lead to decreased virulence and higher antibiotic susceptibilit
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Preface

Capsular polysaccharides are major virulence determind@sam-negative bacteria, aiding

in colonization and protecting the bacteria from the hmstune system. In the present study,

we focus on the group 1 K30 capsuleofcoli. K30 CPS is synthesized by a Wzy-dependent

mechanism, in which polysaccharide monomers formed icytaplasm are polymerized in

the periplasmic space and transported to the exteridreotdll, where they are anchored to
the cell surface. The outermembrane protein, Wzi, heesn kmplicated in the surface
anchorage of CPS, but the mechanism involved is unknowa.bakic goal of the present
investigation is to explore the mechanism of surface aageoof K30 CPS to the bacterial
surface. To this end, we carry out molecular dynamics latinons of Wzi protein and its

mutants. We also carry out molecular dynamics simulataf a hexameric unit of K30 CPS,
to understand its structural preference. The rationale behiadapproach is that once the
binding mechanism is understoo®: FIEORFNHU"~ PR OHF X O HooeRDQCHESH

attachment and concomitantly decrease bacterial vireland increase their susceptibility to

antibacterial drugs.

The crystal structure of Wzi has 15 residues missing fromesxtracellular loop, L5.
Bioinformatics analysis shows these residues to be higgerved across seveial coli
andKlebsiellaspecies. We model these residues and carry out simslatfosild type Wzi.
Comparison of simulations of the wild type protein and an LBtael mutant indicates the

main role of L5 to be membrane insertion.

From the simulations of wild type Wzi protein, we obseffer the first time, the water
conducting property of Wzi protein. Though the beta barredcsluded at both ends, it
conducts water through a specific path, dictated by a hydbaphug. The presence of
water molecules within the beta barrel of the Wzi @alystructure validates this observation.
Tyr380 on the extracellular side is identified as a vialdue in facilitating water entry into
the channel, with its point mutant Y380W showing a markededse in water conduction.
We hypothesize that as the CPS translocated to the esédirior accumulates, the
concentration gradient created must drive water madscdtom the periplasm to the
extracellular space through Wzi. Such a hydrophilic environhméthin the protein may

provide a suitable environment for the highly hydrated CPSiteract with it. Thus, the

water conductance of Wzi is of high biological relevance.

Vi
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Trp39, which is part of helix H1 at the periplasmic side)gs amportant in regulating water
entry into the channel. Two helix substitution mutantsyimch this residue is mutated to
glycine show an increased influx of water from the periplasnd. We hypothesize that the
increased transport of water to the cell exterior may hibaeling of the CPS rendering the
protein non-functional. These findings are supported by previoutatioral studies by
Bushell and co-workers in 2013, where the two helix substituhatants were found to be
non-functional. The reason behind this was unknown airttee t

We also observe the presence of a potassium ion bindi@tpoe the extracellular side. A
single potassium ion enters into the pocket at aroumsl é&d remains stably associated with
it upto the end of the simulation timescale of 50 ns. Thé#tipely charged ion may facilitate
the attachment of the negatively charged CPS to the prét®m simulations of wild type
Wzi protein carried out at a range of transmembrantage$ we conclude that it does not
exhibit any voltage dependent properties.

Simulations of a hexameric unit of K30 CPS show two mainctural conformations,
namely an extended form and a bent form. Preferred valué€%o ¥ for each of the four

linkages over the simulation timescale are also determined.

Chapter 1 is a general introduction to the subject areaieA ibtroduction on the relevance
of this area of study with emphasis on the emergenceuti-drug resistant strains is
provided. The importance of the bacterial capsule, its dleessin and biogenesis is also
discussed. Group 1 capsule biosynthetic mechanism and #renseinbrane lectin involved
in surface anchorage of CPS, which forms the focus ofsthgy is discussed in detail. In
Chapter 2, an introduction to computational techniques used isttitig and the CHARMM

force field is provided, followed by a detailed explanatiorsydtem setup and simulations
carried out as part of this study. In Chapters 3 and 4iethdts of MD simulations of Wzi

protein and K30 CPS respectively are elucidated.

Poster presentation

Pual role revealedE. coli outer membrane lectin is also an osmotic pressure teguia
3The first annual TCIS summer research sympo§jitkR-TCIS Hyderabad, June 26, 2014.
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CHAPTER 1

Introduction



CHAPTER 1 : Introduction

World Health Organization (WHO) had identified Anti-MicrobReésistance (AMR) , viz.,
bacterial, fungal, viral and parasitic drug resistanc@nasof the major problems for human
health (Bassetti et al., 2011). Bacterial infectiousatiss are one of the leading causes of

human death and disability across the globe, due to thegenze of new drug resistance

PHFKDQLVPV ,Q IDFW :+2 KDV WO®HFW LDVHB R QRICEIHRUND FS L

the future, but happening right now across thdk U OAhtimicrobial resistance, global
report on surveillancg2014) by WHO). Figure .1 depicts the emergence of multi drug
resistant bacterial strains across the globe. Khemely high distribution of drug resistant
strains emphasizes the danger they pose to the humatysoci

Number of requested bacteria/
antibacterial drug

resistance combinations for
which data was obtained:

Il >5 (n=s9) - ] No information obtained for this report. some centres participate in some ANSORP projects (n=2)

- 2-5(n=22) [: No information obtained for this report, some centres participate in some RusNet projects (n=3)

CJre=3 ] No information obtained for this report (n=80)
0 W5 1m 350 enen
National data not available (n=15) [___] Not applicable - —

Figure 1.1 Number of reported bacterial-antibacterial drug resistam combinations
across the globe, 2013.E. coli resistant to cephalosporins and fluoroquinolones,
K. pneumoniaeresistant to cephalosporins, carbapenems, Methicillintaesis.aureus

S. pneumoniaeresistant to penicillin, Salmonella and Shigella species resistant to
fluoroquinolones andN. gonorrheaeresistant to cephalosporins are considered (Adopted

from Antimicrobial resistance, global report on surveillan@914) by WHO).

Emergence of Multi Drug Resistant (MDR) strains of bactand the lack of novel vaccines
(prevention) and antibacterial drugs (treatment) peseignificant threat. Bacteria
responsible for majority of the MDR infections causeday have been grouped together as
WKH p(6.$3(f SDW K Edterardccu® fadeidm) \Staphylococcus aureus, Klebsiella

pneumoniae, Acinetobacter baumanii, Pseudomonas aerugeud&nterobacterspecies

2



(Boucher et al.,, 2009) 7TKH PRVW VHYHUH WKUHDW SRVR\GR ER RLHOHV H
VHWWLQJYV ZKHUH WKH\ DUH UWKQVIERWVRQUH SIR YW ORRBHU

tract infections, pneumonia and bacteremia in immun@comised patients (Bassetti et al.,

2011). In fact, the risk of emergence of MDR strains ig/ vegh in developing countries,

where hospital practises are not standardized and seveilaibtics can be easily purchased

off the counter without a medical prescription. The eyaece of resistance to key antibiotics

is depicted as a timeline in Figure 1.2. The problem of MOBven more severe in case of

Gram-negative pathogens as discussed in the followingsec

First reported cases of bacterial resistance against key antibiotics

2001 201

‘Gentamicin
3 Vancomycin
N

2000 2010

1940% Penicilln wasn us

US Centers for Disease Control and Prevention (CDC).

[Staphylococcus]  [Shigella]  [Streptococcus] [Enterococcus] [Enterobacteriaceae] [Pneumococcus] [First organism reported to be resistant]

LTVl Linezolid [l Ceftaroline Green year = Market introduction

rket introduction in 1943.
5 THE € R
P ‘ DDEP Disease Dynamics,
Data source: Antibiotic Resistance Threats in the United States, 2013. Economics & Poilcy
B e s

Figure 1.2 Emergence of bacterial resistance to key antibioticStarting from 1963 (the

year penicillin was introduced in the market), the emergehcesstance to key antibiotics

by various bacterial strains is traced. The X axis deplasyear of market entry of the

antibiotic and the Y axis depicts the number of yeamnfroarket introduction at which the

first case of resistance was reported (Adopted from http://wedep.org).

At present, the infections caused by Gram-negative bactes@agmuch higher risk. In some

parts of the world, more than half of the infections eaused by Gram-negative bacteria,

such ask. coli and Klebsiella pneumonia¢hat are resistant to carbapenem, a last resor

antibiotic (Nature newsdoi:10.1038/nature.2014.1513ghttp://www.nature.com/news/who-

warns-against-post-antibiotic-era-1.15133 RWDEO\ IRXU RI

WKH VL[ u(6.$3(

namelyKlebsiella, Acinetobacter, Pseudomorsa®lEnterobacterspecies are Gram-negative

pathogens. These Gram-negative MDR strains have develompéithle mechanisms of

resistance to the antibiotics used as listed in Table 1.1



Gram-negative bacteria are found to be more resistaantibiotics and chemotherapeutic
agents compared to Gram-positive species, mainly due togbenue of the outer membrane
(Figure 1.3) which acts as a physical barrier (Nikaido, 19%8avy et al., 2010)They are
capable of upregulating or acquiring genes that code fdriatiti resistance with very high
efficiency. Consequently, the increase in resistanc&raim-negative bacteria to drugs is
much faster compared to that in Gram-positive bactd?leg and Hooper, 2010). In
addition, there are very few new antibiotics that arva against Gram-negative strains.
Some of the drugs are still at a very early stage ofldpweent and will not be able to
provide sufficient therapeutic cover in the near futurell@f et al., 2011; Kumarasamy et al.,
2010)

Table 1.1 MDR Gram-negative bacteria and mechanisms of resistance

(Kanj and Kanafani, 2011; Peleg and Hooper, 2010)

Pathogenic bacteria Antibiotics in use Mechanisms of resistance
Pseudomonas aeruginosi Beta lactams Cephalosporinases Extended spectrur
Enterobacter Penicillins beta-lactamase€arbapenemases
Klebsiella Cephalosporins

Acinetobacter Carbapenems

P.aeruginosa Quinolone/ Mutations in target of antibiotic
Acinetobacter Fluoroquinolones

E. coli

P.aeruginosa Modification of aminoglycoside b
Acinetobacter Aminoglycosides  bacterial enzymes

Thus, the emergence of such Gram-negative MDR strains artacthef treatment options is
HITHFWLYHO\ FDWDSXOWQWILEXAWRWDFN MR DDQSUWKHUH LV D

strategies and targets to overcome such infections.

1.1 Gram-negative bacteria

Figure 1.3 shows a schematic representation of the sunfaaeGram-negative bacterium
depicting the major surface polysaccharides which alswtifan as important surface
virulence determinants and form the basis for its egicdl classification.



Figure 1.3 Schematic representation of a Gram-negative bacterium (left) and cross
section of outer membrane (right).(Left) Inner membrane (IM), peptidoglycan (PG) layer
and outer membrane (OM) along with the O, K and H antigemsnarked. (Right) Surface
associated LPS and CPS virulent polysaccharides anensRefer text for details.

1.1.1 Polysaccharides produced by Gram-negative bacteria

Bacteria convert various carbon sources into polymerh wlistinct properties. The
extracellular polymers produced by bacteria can be cladsiigpolysaccharides, polyesters,
polyamides and inorganic polyanhydrides. Polysaccharatesthe most abundant of all
Gram-negative bacterial polymers. They can be intrdael{like glycogen, which is the only
intracellular storage polysaccharide found in bacterthaanhea), part of the cell membrane
(as the Lipopolysaccharide (LPStructures in the outer membrane), tightly associaitd
the surface (like Capsular polysaccharides (CPS))asely associated with the cell surface
(such as Exopolysaccharide 3 RU puVOLPH SRO\VD BFKJht)REN]
2010) CPS and LPS are major virulence determinants of Graminedadcteria (Rehm,
2010) Yet another virulence determinant of Gram-negative bactierithe H antigen,
associated with the flagellar subunit of the bactdrfee LPS, CPS and H antigen form the

basis for classification of bacteria. Combinationgtafse antigens on the bacterial surface

JLYH ULVH WR XQLTXH paGés$are\idaiSgHoaffied codtYid! UndeDstavidViXeG

pathogenic mechanism of Gram-negative bacteria mediated hylenti capsular

polysaccharides.

YLIX!I



1.2 Bacterial capsular polysaccharide

Successful pathogens have evolved over the course ef amd developed a range of
strategies to help them survive and proliferate. One sucbrftwat plays a major role in
bacterial virulence is the capsule. The functionthefbacterial capsule are wide and varied,
ranging from acting as a physical barrier to helpingalomization, and most importantly in
evasion of immune response (discussed in more detail lidvrigure 1.4)it mediates the
interaction between the bacteria and host in thealrstiage of the infection. The capsule is
thus an important target to develop new drug molecules agaatseria. Some of the
clinically important encapsulated bacteria and the astsgtidiseases are shown in Table 1.2

(the capsular nomenclature is different in caseHaémophilus influenzaalone (a - f),

whereas in all other cases the capsules are namedragykns).

Bacterial species Pathogenic  Capsular antigen Associated clinical disease
serotypes nomenclature
Escherichia coli >80 K antigen Diarrhoea, Neonatal meningitis , Urinary tract
infection
Haemophilus influenzae >6 a-f Meningitis , Epiglottitis, Septicemia , Pneumonia
Neisseria meningitides >10 K antigen Meningitis , Meningococcemia
Klebsiella pneumoniae >80 K antigen Pneumonia , Bacteremia , Thrombophlebitis ,

Urinary tract infection , Diarrhoea , Upper
respiratory tract infection , wound infection ,

Osteomyelitis , Meningitis and Pyogenic liver abce

1.2.1 Functions of the Capsule

The bacterial capsule plays several roles in batteiralence and survival as discussed

below.
® Prevention of desiccation

CPS forms a hydrated gel surface surrounding the bacteriat membrane and acts as a
physical barrier to circumvent desiccation. It also #esbacterial transmission to the host

and, thus, its survival.



(i) Adherence and biofilm formation

The capsule aids in adherence of bacteria to surfamegofonization and also in the
adherence of bacteria to each other to promote biofitmdtion. The hydrophilic nature of
the capsule aids in adherence to surfaces. For exatdplEC strains form intracellular

bioflm-OLNH FRPPXQLWLHV ,%&TV ZLWKEQWKKWKHORBGSE R HWI

and the capsular K antigen. Intracellular signalling andabwdism of the bacterial
community within the IBC may lead to release of thetduger to reinitiate an infection cycle
(Goller and Seed, 2010).

Figure 1.4 Schematic representation of the function of Gram-negative cagar
polysaccharide (Legend shown on right)Serum factor H is showim green, antibiotics in
orange, host cell molecules in light blue, complementpmnents in purple and encapsulated
bacteria shown with a grey outline and antibiotics indtharacteristic Y shape. OM, IM and

PG stands for outer membrane, inner membrane and peptidogdaectively.
(i)  Resistance to non-specific host immunity

The capsule acts as a permeability barrier to the comf®é the complement cascade. It
also provides resistance to complement mediated opsaymphasis, the degree of
resistance being proportional to the charge on the EBSinstance, K1 capsule binds to
serum factor H (a cofactor that inactivates C3b)istimhibiting the alternate complement

cascade. The capsule can trigger release of cytokinéshinder the coordination of cell



mediated immunity. CPS also confers resistance to antibal peptides like lactoferrin
(Campos et al., 2004).

(iv)  Resistance to specific host immunity / Molecular mimicry

Capsules with structural similarity to host cell polyd@arides are poorly immunogenic. For
example, the K1 CPS is structurally identical to a daydeate found in the Neural cell-
adhesion molecule (N-CAM) and K5 polysaccharide is simieian intermediate in the
synthesis of heparin. Such strains are not recognizear@igri by the host immune system
are resistant to host cell specific immunity and are hamrg,dangerous pathogens (Roberts,
1996).

(v)  Antibiotic resistance

In addition to acting as a physical barrier, the highlyaiei capsule can attract and trap the
cationic aminoglycoside antibiotics. Treatment with Kagein/Streptomycin results in
increased K30 CPS production i coli. This in turn causes increased antibiotic resistance
(Iman Naimi et al., 2009).

E.coli is one of the best understood organisms in tefnphysiology and biochemistry of
CPS and its relevance in bacterial virulence. Thusjistified to consider E.coli as a model
organism in the current investigation and further explbeerhechanisms of CPS mediated

bacterial virulence.

1.2.2 E. colias a model organism

E. colibelongs to thé&nterobacteriaceaéamily, that includes plant pathogens likgwinia,
Rhizobium , Xanthomonabuman and animal pathogens likersinia , Salmonellaand
Klebsiella (Drummelsmith and Whitfield, 2000). Various strains ©f coli are highly
virulent, causing urinary tract infections (UTI), septiceamineningitis, etc. Pathogeriic
coli can be divided into 2 main groups : (i)the Extra-intestgahogenidc. coli (EXPEC),
which include uropathogenli€. coli (UPEC) and meningitis associatédcoli (MNEC), and

(i) Intestinal pathogenicE. coli, which include 6 well described categories, namely,
Enteropathogeni&. coli (EPEC), Enterohaemmorhadic coli (EHEC), Enterotoxigenié.
coli (ETEC), Enteroaggregativ&. coli (EAEC), EnteroinvasiveE. coli (EIEC) and
diffusively adherent. coli (DAEC) (Kaper et al., 2004). Thus, it is important to undecsta

the mechanism of virulence exertedtycoli



1.2.3 E. coli Serotyping

As mentioned earlier, LPS (O antigen), CPS (K antigam) H antigens are major virulent
polysaccharides of Gram-negative bacteria, based on wttiehserotyping ofE. coli is
defined. Serotyping helps distinguish between pathogenic and non-patbogeains as
specific serotypes are found to be consistently assda#dtk particular diseases.

One of the earliest classification system&otoliwas put forward by Kauffman in 1940 and

is still in use in a modified form. The classificationbased on O, K and H antigens. As

mentioned previously, the O antigen forms part of the Lipsaaicharide (LPS) endotoxin.

It consists of a specific polysaccharide attached tpié A-core unit in the outer membrane.
DOQWLJHQ LV WKH p&DSVXODU SRQUWD PRIOHFX®HDIY ZKLBKW

associated with the outer membrane of the bacteriatigeans associated with the flagellar

subunit of the bacteriai+ HUH p29 VoNrMe Qaush>HU "ZLWKRXW KXII© RU 3

ILOP @ 91+ 1 Nawtb QG Y G RiKpseRThe O, K, and H antigens associated with a

Gram-negative bacterium have been shown in FigureThere are about 173 O antigens, 80

K antigens and 56 H antigens found En coli making its serotyping highly complex.

Different combinations of these O, K, and H antigens gae&to more than 50,000 different

serotypes (Orskov et al., 197As mentioned before, the current focus will be ondli. CPS

as it is one of the major virulence factors.

1.2.4 Classification of E. coli capsules

Since E. coli is the model system for our present study, the cleasdn of its CPS is

discussed here. As mentioned previously, the earliest gaalelassification oE. coliwas

by .DXIIPDQ LQ WKH 1V 7KLV FODQYW LIHRD WQWR @/IKYLHEH GU
& B) based on thermostability in serotyping analyses. Groupsid. B are thermolabile,
HHQYHORSHY DQWLJtosMtedRILOWHK HURRSWSDEOH pBde@®d XODU D
important classification was put forward in 1997, where K antiges divided into Group 1

(with subdivisions 1a and 1b) and Group 2, mainly base@aiogjical characteristics, along

with a few biochemical and genetic criteria

The most recent classification scheme takes into accsrwdral biochemical and genetic
criteria (as shown in Table 1.3) and divided E. coli intgrdups. This differs from older

schemes as it does not rely on serological assignnuntsolysaccharide structure as
predictive criteria (Whitfield, 2006).



Table 1.3. Latest classification oE. coli capsules (Whitfield and Roberts, 1999).

Characteristics Group
1 2 3 4
Thermostability Yes No No Yes
Polymerization system Wzy dependent ABC transporter ABC transporter Wzy dependent
dependent dependent
Genetic locus cpsnearhis kpsnearser A kpsnearser A Nearhis
Coexpression with O serogroups Limited Many Many Often 08,09;
(08,09,020,0101) occasionally none
Coexpression with colanic acid No Yes Yes Yes
Terminal lipid moiety Lipid A core in .-Glycerophosphate .-Glycerophosphate Lipid A core in
Kips; Unknown for Kips Unknown
capsular K antigen for capsular K
antigen
Serotype of model system K30 K1, K5 K10, K54 K40, 0111
Similarity to capsules of other Klebsiella, Erwinia Neisseria , Neisseria , Many genera
organisms Haemophilus Haemophilus

Among the four groups mentioned abo¥e, coli group 1 and 4 capsules possess several

similarities. Both are thermostable, are synthesized Wzy dependent pathway (discussed

below) and have a similar genetic locus. Likewise, group @ ancapsules possess

similarities, both being heat sensitive, synthesized byA&R binding cassette (ABC)

transporter dependent pathway and with a similar genetis.lodue structures of the CPS

repeating units of. Colibelonging to each of the four groups is depicted in Figire 1.
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Figure 1.5 Representative chemical structures corresponding to Kntigen repeat units
of the four groups of E. coli capsules(Adapted from Whitfield, 2006). K27, K29 and K30
from Group 1, K1, K2a, K4 and K5 from Group 2, K10 and K54 from Groapd3K40 and
0111 from Group 4 are shown. Note that in Group 4, isolates prgd@#$ as the only

serotype specific polysaccharide are given O antigeass(auch as 0111 shown in figure).

1.3 Group 1 capsules

Group 1 K antigens are expressed on the bacterial surfageo forms: one with shorter
oligosaccharides that linked to the lipid A core (simitat PS structures), known as g&and
the other with longer polysaccharides, forming the highemdar weight structure. It is
noteworthy that the repeating unit is same for botHdhmer and latter. LPS, ks and CPS
structures attached to the Gram-negative bacteria outebraae have been represented in

Figure 16.

11



Figure 1.6 Surface associated polysaccharides in a Gram-negative bactenuLPS that
consists of O antigen (purple) repeating unit covalently lirkedal lipid Aore unit (Lipid A

is shown in blue and the outer and inner core units arectddpin green and orange
respectively) in the outer membrane,pKthat consists of a few repeats of the K30 antigen
(white) linked to a lipid A core and K30 CPS (white) that asmitovalently attached to the

surface are shown.

E. coli and Klebsiella strains that use Group 1 antigen are responsible foradeliseases
(Table 1.2) and the presence of these capsules is foupel égsential for virulence in the
strains producing them (Rahn and Whitfield, 2003). The chenticaitsre of K30 E. coli)

is given in Figure 1.7. The method of group 1 capsule biogenesaisgly, the Wzy
dependent pathway is widespread among both Gram-positive angtii@gative bacteria. In
addition, the outer membrane proteins involved in Group Ldajogenesis have homologs
in a very wide range of bacteria, some of which are higilylent. Group 1 and 4 bacteria
are similar to each other in various aspects, as showable 1.3. These groups are found
mainly in theE. coli strains belonging to the EPEC, ETEC and EHEC categorieshvalsi
explained earlier, are known to cause intestinal infesti@roupl K30 capsule, which is a
well characterized antigen, is prevalently found in UREoli strains (Goller and Seed,
2010) and is the primary focus of this study. The other amtgroups are not discussed, as

it is beyond the scope of this study.
1.3.1 Structure of K30 CPS

Group 1 capsules consist of several different capsulargpyy@es such as K27, K29 and K30.
They are acidic polysaccharides and typically containiaracids. All group 1 capsules tend

to be similar in structure. In the present investigatibe,model system for group 1 capsular
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polysaccharides is the K30 serotypeEof coli. The repeating unit of the K30 antigen is
shown in Figure 1.7 (Chakraborty et al., 1980).

Figure 1.7 Chemical diagram of K30 CPS monomeric unitK30 monomer consists of an
--D-Man- : - -D-Gal- : FKDLQ FDUUDIGRUA-D: - .-D-Gal-
branch at position 3 of the mannose. Inset, schemgtggram of the monomeric unit.

The mechanism of K30 CPS biosynthesis and the proteinchwhonstitute the
supramolecular assembly for capsule biosynthesis afeteugxpression are discussed in the
following sections. Note that the terms Group 1 CPS ad KPS will be used

synonymously henceforth.
1.3.2 Method of K30 capsule biosynthesis

Even though the number of capsular phenotypes founcctermis extremely large, capsular
biosynthetic pathways are limited to the Wzy dependent pathd&®, transporter dependent
pathway and in some cases, a synthase dependent pathwaya(s&edrm Figure 1.8). The
Wzy dependent pathway involves formation of a carrier lipiked CPS repeat unit in the
periplasm, followed by its block-wise polymerization in theer leaflet of the inner
membrane and finally, the transport across the outerbmaama (Figure 1.8 (left)). In the
ABC transporter dependent pathway, a full length CPS polysnérst synthesized in the
cytoplasm, followed by its ATP-binding cassette (ABC) depanhttansport across the inner
membrane and concomitant transport across the outabraee (Figure 1.8 (middle)). In the
synthase dependent pathway, a synthase protein is redpofwmibinitiation of capsule
polymerization and its export across the inner membrahe.polymer is then transported
across the outer membrane (Figure 1.8 (right)) (Whitmelyrsowell, 2013).
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As K30 CPS uses the Wzy dependent pathway for its synthegmrt and surface
expression, it is discussed in detail in the followsegtion.

Figure 1.8 Methods of capsule biogenesfadopted from Whitney and Howell, 2013): (Left)
Wzy dependent-, (middle) ABC transporter dependent andt)rigynthase dependent
pathways are depicteth theWzy dependent pathway (left)(explained in detail in the next
section), the monomeric units attach to a lipid ieanin the inner membrane and are flipped
across the membrane to the inside, where they are pohgderiransport to the exterior is
regulated by a combination of PCP and OPX proteins. IPABE transporter dependent
system (middle) the pre-polymerized CPS is transported across the inestbrane by an
ABC transporter facilitates in a process energized bPasE, while OPX and PCP proteins
transport it across the outer membrane. In thethese-dependent pathway (right)
polysaccharide polymerization and transport across the meenbrane is carried out by a
synthase protein that is post-translationally regulatec iy-di-GMP receptor. Transport
across the outer membrane is facilitated by a periplagifiR containing protein and an
integral OM beta barrel protein. The repeating sugar unit€R$ are depicted as white
circles. Note that the following abbreviations are used:Iiker membrane, OM-Outer
membrane, PG-peptidoglycal@PX-Outer membrane polysaccharide exporting proteins,
PCP-Polysaccharide Copolymerase, TPR-tetratricopeptideGgdosyltransferase, ABC-
ATP binding cassette.
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1.3.2.1 Wzy dependent supramolecular assembly

The Wzy dependent supramolecular assembly comprises ahbkeveteins, ranging from
cytoplasmic to inner and outer membrane proteins. The gegage for K30 CPS assembly
are located neahis (the histidine biosynthetic cluster) and the locus fepression of
LPS(Drummelsmith and Whitfield, 1999). The 16kb locus (Figure @psists of 12 open
reading frames and is divided into two regions by a dtep transcriptional attenuator. The

T HQG RI WKH ORFXV FRQVLVWVIRXD JizA) WA \wElRRa@dMzd) YHG E
Three of the conserved gene products (Wza, Wzb and \dee) involved in the
SRO\PHUL]DWLRQ DQG WUDQVOR F DUGLHRDVRR I&BB SI/X® H X\ FA
region of the locus is serotype specific and codes foyreas producing sugar precursors for
capsule synthesis, glycosyltransferases, and integralomrane proteins Wzx and Wzy. It is
WKH SUHVHQFH RI WKH FRQVHUVWGEQHQNK RV IWKE R B XNVQI® |

antigens.

Figure 1.9 Genetic locus for Group 1 capsul&@he characteristiovzx and wzy genes are
highlighted in red, and known genes involved in regulation gti-tevel polymerization and
translocation and surface expressiomj, wza, wzlandwzcare in blue. wbaRycaN, wcaO
and wbaZ gene products are periplasmic glycosyltransfergée®pted fromWhitfield,
2006)

The Wzy dependent pathway is explained in detail in Figure 1H# bibsynthesis of CPS
starts in the periplasmic region, catalyzed by sevédyabgyltransferases, including WbaP. A
single monomer of K30 CPS, linked to a lipid carrierfligped across the inner membrane
by Wzx where it undergoes polymerization by the combined ractioNzy and the linked
Wzc autokinase-Wzb phosphatase proteins. Translocatitretexterior is aided by a Wza
translocase and surface expression is achieved by iberadth the outer membrane lectin,
Wzi.
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Figure 1.10 Wzy dependent pathway for Group 1 K30 capsule biosynthesisdasurface
expression.(a) The pathway is initiated by the transfer of galactb$hosphate (Gal-1-P)
from a UDP-Galactose (Uridine Diphosphate Galactose) unthh@édJnd-pp (Undecaprenyl
diphosphate) lipid carrier by a glycosyltransferase haf inner membrane, WbaP. Other
glycosyltransferases add additional glycoses, namely msanand glucuronic acid, to the
Und-pp linked intermediate. (b) The Und-PP linked intermedigtflipped across the inner
membrane by a flippase protein, Wzx. (c) Polymerizatmkes place in the periplasmic
region, facilitated by the Wzy polymerase. (d) A polysace copolymerase, Wzc, also
aids in polymerization and plays a role in length aantif the polymer. It is a tyrosine
autokinase and its activity depends on the degree of automhglspion. Wzb, a tyrosine
phosphatase, is the cytoplasmic associate of Wzc, téitif Wzc dephosphorylation.
Repeated phosphorylation and dephosphorylation cycleequéed for capsule production
to take place. (e) Wzc associates with the outer mamakiranslocon, Wza, to form an outer
membrane channel to export K30 CPS to the cell exterlpK3® CPS (white hexagons)
associates with an outer membrane lectin, Wzi, fofasa expression (Collins et al., 2006;
Cuthbertson et al.,, 2009; Nesper et al.,, 2003; Silhavy et al., 20h@fial and Larue,
2008)
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In the present study, we focus on one of the outer memipraxtein involved in the Wzy
dependent polymerization of K30 CPS, namely Wzi. Wan®lved in surface expression of
K30 CPS and is thus an important therapeutic target.

1.4 Structure of Wazi

The crystal structure of Wzi was first solved at Z.@Asolution in 2013. Wza is a
monomeric, outer membrane protein with a molecular weigtb0 KDa. It forms an 18
stranded anti-parallel beta barrel and has a circutsscsection with a diameter of 36 A
(Figure 1.11(a)). The N and C termini of the protein acated in the periplasmic region.
The extracellular region of Wzi consists of nine lodp4-L9) connecting the adjacent
antiparallel beta strands while the periplasmic regiorsists of 8 turns (T1-T8), joining the
ends of the beta strands. In the periplasmic regiceretis an alpha helical bundle that
consists of three helices (H1, H2 and H3) which occludes thefpam the periplasmic end
(Figurel.11(b)). Some of the extracellular loops such®4.¥, L8 & L1 fold into the barrel
to completely occlude the pore on the extracellular sithéle other loops like L5, L6 splay
outwards (Figure 1.11(c)). Strand 6 of the barrel is shanter the other strands, forming a
triangular notch like region at the extracellular phaisine barrel. Though several beta-barrel
structures are known, Wzi protein is unique in that it hasaular cross section unlike the

elliptical cross section found in other proteins such as porins

Figure 1.11 Cartoon representation of Wzi [PDBID: 2YNK] (S R Bushell et al., 2013).
(a)View perpendicular to the axis of the beta barrelMipyv from the periplasmic side with
helical bundle (green) and turns (labelled T1 to T8) shdq@nyiew from the extracellular

side. Extracellular loops (labelled L1 to L9) are shown.
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Wzi homologs are found only in those Gram-negative Ibactehich have the group 1 type
capsule structure; it is absent in EPS secretion pathaagh as colanic acid (froex coli).
Homologs of the protein can be found in several speciekjding Klebsiella pneumoniae
(which is also classified under group 1 Gram-negative bactefer table 1.3 )Providentia
spp., Serratia spp., Shewanella spp., Rhodobacter spp., Psychrobactandmiso in the
highly virulent Acinetobacter baumani{S R Bushell et al., 2013). The presence of Wzi
homologs across such a wide range of species highligatsmportance of studying its
dynamics and its role in the surface expression of @R& the resulting bacterial
pathogenicity.

1.5 Challenges in the study of membrane proteins

The major obstacles in the study of membrane proteitiseisack of availability of crystal
and NMR structures, owing to the technical problems aleadls, including expression,
solubilisation, purification, crystallization, solubilisatiodata collection and finally structure
solution. Further, experimental structure determinati@thods would require the protein to
be in its natural lipid bilayer environment. This poses wisl in sample preparation for X-
ray crystallography and solution NMR. Another major problenthat these proteins are
insoluble in aqueous solutions and detergents have to be usadutnlise them. If the
concentration increases beyond a point, it may eventutenthe protein. Thus, the rate at
which membrane protein structures have been solved is elyrestow. Even though
membrane proteins constitute around 20-30% of the proteomeyuthber of solved, non-
redundant structures available constitutes just about 2%heofstructures deposited in
databases (White, 2004)

Figure 1.12 depicts the cumulative number of membrane prtreictures reported each year
since the first membrane protein structure discovery in 198B. detta is from a curated
database of membrane proteins of known structure calledruopsvhich is part of the

Structural Biology Knowledge Base (SBKB).
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Figure 1.12 Rate of discovery of crystal structures of membrangroteins (Adopted from
http://blanco.biomol.uci.edu/Membrane_Proteins_xtalhithe  bars  represent the
cumulative numbern) of structures plotted against the number of yegrssifice the first

structure was reported. The solid curve is the besb fihe equatiom = expg@y), wherea =

0.23; the reduced ? of the fit is 0.6. (Only unique structures are included instiagistics.
Proteins of the same type from different species adeded, but structures of mutagenized
versions of proteins are excluded, as are proteins tHat difly in terms of substrate bound

or physiological state).

Fortunately, the crystal structure of Wzi, the proteimwf interest, was determined recently.
The crystal structure, however, is static and does fffgr @ny information on the
conformational dynamics of the protein. Further, therehtnige significant crystal packing
effects that affect the protein conformation. As mentigmeiously, studying the dynamics
of these proteins using NMR also poses significant challengege a membrane
environment has to be provided. MD simulation is thus an apptepiwol to explore the

conformational dynamics of membrane proteins.

Thus in the present investigation, the crystal structudwf{PDBID: 2YNK.pdb] of E. coli
is considered as an initial model for molecular dynarsigsilations in an explicit solvent-

membrane environment to understand its conformational dynamics
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1.6 Scope of the study

Capsular polysaccharides are major virulence deternsinarit bacteria, helping in
colonization and providing resistance against the host irarsystem, but little is known at
present about how it translocates to the exterior efodicteria or associates with the outer
membrane. In this context, we study the outer membrani&a M¢zi, using the Molecular
Dynamics (MD) simulation technique in a lipid bilayer consiag group 1 K30 E. coli as a
model system. We aim to understand various properties ingludhe dynamics,
electrostatics, ionic affinity, channel conduction propsrof Wzi and its interaction with the
lipid bilayer. Simulations of six substitution mutants oziWill be carried out in addition to
the wild type protein. Three of the mutants are helix H1tguben mutants, two are point
substitution mutants in the extracellular loop regiod e sixth one is a deletion mutant of
Wzi with 15 residues deleted from extracellular loop 5. Furtild type simulations will be
carried out at a range of transmembrane voltages to nimaioatural system more closely
and improve the sampling of ion crossing events, if anyadidition, a hexameric repeating
XQLW RI . &3-B-Manp- : - -D-Galp- : FKDLQ FDU-D-GlcQAp-D

--D-Galp- : EUDQFK DW SRVLWLRQ RI WKHX®DWHERVWR -
understand its structural preference. Homologs of Wzi of E3@oli are found in several
highly virulent strains such aslebsiella and Acinetobacter thus warranting the need to
understand the conformational dynamics of Wzi and K30 @RSexpect that the simulation
results will provide a better understanding of the attachwmkE@PS to the bacterial surface.
7KLY ZRXOG HYHQWXDOO\ IDFLOLWDWKD W K$H G WWXIUIE) VRK H : PL
CPS to the bacterial surface and concomitantly decreasterlal virulence and increase
antibiotic susceptibility. The results obtained from tktsidy would be a step towards
realizing the goal of preventing bacterial infectious dissaand combating the emerging
MDR strains.
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Chapter 2 : Methods

NMR and X-ray crystallography are the two most importaxperimental techniques that

provide atomistic details about molecules. However, xawpjstallography provides only

limited information aboutW KH PROHFXOH ,W SURYLGHV RHQDOQGV@PRIBV K
not offer time-dependent conformational dynamics for tioéecule. Further, there might be
significant crystal packing effects on the conformatidrthe molecule. Though NMR is

capable of providing the dynamic behaviour of a moleculis, liighly limited to molecules

of smaller size and poses significant challenges whenmbra@e environment has to be
provided. Handling highly flexible molecules like oligosacchariolex-ray and NMR is also

highly challenging. In this context, group 1 outer membrane iprétzi as well as K30 CPS

are studied by the molecular dynamics simulation technique.
2.1 Historical perspective on classical MD simulations

The first MD simulations were carried out by B J Alder and Wainbright in 1957 to study
the interactions of hard spher@is was followed by the first simulation using a realistic
potential for liquid Argon in 1964 by Rahman and the firstudation of a realistic system in
1974 by Rahman and Stillinger where they simulated liquid watbe first protein
simulation was carried out in 1977 by McCammon J A and Martrmplkis , where they
simulated the bovine pancreatic trypsin inhibitor (BPTA¢ock and McCammon, 2006;
Durrant and McCammon, 2011; Karplus and McCammon, 2002). Thisheafirdt time a
macromolecule of biological interest was simulatece BRTI system consisted of 458 atoms
and ran for a total of 9.2 ps. The first nanosecond sifoulatas reported much later , around
1998. With the tremendous increase in computational resoarw theoretical and
methodological developments, MD simulations can now ure for much larger systems
(sizes >100000 atoms) for microsecond timescales and bewdlogying us to study

macromolecules at biologically relevant timescales.
2.2 Force fields

In MD simulations, the interactions of particles isystem are defined by a potential energy
function. The potential energy function gives an idethefforce acting on each particle in

the system and subsequently, these forces are used toidetdrendynamics of the system
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using classical equations of motion. This potential endugpgtion along with a set of
HPSLULFDO SDUDPHWHUV IRUPVY WKH pIRUFH ILHOGY

One fundamental assumption in the forceHOG DSSURDFKOdp¥nhavieH p%R U
DSSUR[LPDW képQdtes Zhe Inkdiear and electronic motions of partaoid allows

the energy of a system to be expressed as a functionatdar coordinates alone. Force-
ILHOGV DUH DOVR DVVXPHG WRHHEH $®GLGN MWLLYWH\T LP G G LiHW U
energy of the system at any point is the sum of ndévidual energy contributions (from

bonded and nonbonded interactions). Transferability onother hand implies that the
Hamiltonian (Potential energy function) developed based small set of particles can be

extended to calculate the energy for a larger systemnjded they possess the same chemical

groups (Monticelli and Tieleman, 2013).

The earliest forceLHOGV ZHUH GHYHORSHG LQ WKH TV VXFE
Mechanics) potentials developed by Allingsral for organic molecules and the consistent

force field (CFF) developments by Lifs@hal. for proteins and nucleic acids. These force-

fields were initially used in case of small moleculed kter extended to deal with largerdan

more complex systems(Levitt, 2001; Ponder and Case, 2003k &aime major force-fields

that are in use today for biomolecular simulations @HARMM, AMBER, OPLS and

GROMOS. Each force-field has its own strengths and wealemse the choice of a

specific force field depends on the system being studiedsidlllations in this study are

performed using CHARMM forcefield (version C36b2).

2.3 CHARMM (Chemistry at HARvard using Molecular Mechanics)

&+%$500 ZzZDV GHYHORSHG LQ WKH HDUO\Q W{KWH D/}H® Z@IVOI ISID\S!
Karplus and co-workers in 1983. It is one of the most suade$sfce-fields in the
simulations of biomolecules and has been used in mammiark MD simulations. For

instance, the first MD simulation to cross the one anllatoms barrier was carried out by
Schultenet.al. in 2006 and the first all atom computational model ofefbrm (using the

satellite tobacco mosaic virus) by the same group in 2008 hatte carried out using the

CHARMM force field (Zhu et al., 2012).
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2.3.1 Potential energy function of CHARMM

The potential energy function of CHARMM force fielchk~89 can be represented as:

kL T w-"Fg3'E | wa:AFAYE | wp:UE "BF ¥%;;
E i WoZOFQ.;O E i W.n Z°F°U;0
i _me_ 0 Y nTES Y
E i ° Oyml:‘DéO
"’(TM.S)(TM
ewn 0O o B
E i ol &F——G F UF-GiEwoam—s v, i
e de - .. = ®
Zfe~T™

Here, « k-%ois the potential energy of the given system. The fisn in equation (i) accounts

for changes in bond length (b) from the equilibrium velog, where K is the bond force

constant. The second term represents changes in theabgtel (A, from the equilibrium

value (A), where Ksis the angle force constant. The third term is for geanin dihedral
DQJOHV RU WRUYVLRMQemedeh3 HeviodiRity of théidihEldral angleepresents

the phase shift and Kis the corresponding force constant. The fourth tempropers,

accounts for oubf-plane bending, where Kis the force constant& is the improper angle

and & its equilibrium value. The fifth term (Urey-Bradley$, a cross term that accounts for

angle bending using 1,3 NnoBRQGHG LQWHUDFWLRQV W LQFBD TBHPGUD
between the first and third atoms, in a series of thoggled atoms. Jepresents equilibrium

value of the distance andyKis the respective force constant. The sixth term ABMis a

dihedral energy correction term for the protein backbowhere 3 %are the protein

backbone dihedral angles. The last two terms repréisemon-bonded interactions between

a pair of atoms i and j and include the Lennard Jones6dLD term (for core-core repulsion

and attractive van der Waals dispersion interactienjvall as the coulombic interactions

between the atoms of chargesagpd ¢ U HV S H F W' i¢ptedéntsOwell depth; is the

interatomic distance and;R" is the distance at which the LJ term has its minimuhe T
UHODWLYH GLHOHFWULF FRQWDMNWIAW QWY ZULW K HWS O/IRF LW RW
FRUUHVSRQGLQJ WR WKH,BrmtkP &t\WW2000). W\ RI YDFXXP 0
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Figure2.1 lllustration of the bonded and non-bonded energy termsn CHARMM
potential energy function (equation (i)).A schematic representation of the bonded and non-
bonded energy terms is shown in the first column \thin corresponding equations in the
second column. The third column illustrates the eneegyng graphically. All terms have

been explained in text.
2.3.2 Computation of non-bonded interactions :

Non-bonded interactions (van-der Waals and electrostaécactions) are defined on atom
pairs and require number of atoms squared calculatioms N. number of atoms would

require N x N calculations). Unlike bonded interactions which hrevoonly the next
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neighbours, non-bonded interactions constitute a compuoddly demanding part of energy
calculations. One way to overcome this problem and reduceutational cost is by

introducing a cutoff distance beyond which interactiaresignored. This method is effective
in case of computation of LJ forces, as these forceaydeapidly over large distances.
However, electrostatic forces decay much slower (ptap@l to 1/r). Hence, applying a
cutoff distance to electrostatic calculations wouldhighly inaccurate. A different method,
called particle mesh ewald method is used to calcidégetrostatic instead. A detailed
description of both these methods is provided in the fatigywaragraphs.

2.3.2.1LJ interactions

To simplify calculations, a nonbonded atoms list is gardrérst, followed by actual energy
calculations. However, generating the non-bonded listilisa time consuming process and
to simplify it switching/shifting functions are used, where woff value (CTOFnb) is
defined, beyond which interactions and forces are noticenesl. Within CTOFnb, a smaller
radius (CTONND) is defined, within which the interactions mezaningful and energies are
calculated. Beyond CTONnND, the energy decreases sigitgoigeio CTOFnb. In case of
switching function, the energy and interactions beyoin@®kEnb drop to zero immediately,
while in case of shifting functions, it continuously decredasezero. Also, in case of shifting
functions, only the CTOFnb value is meaningful; the CTONnevés neglected. During
MD simulations, the atoms are constantly in motion. Tifusny one atom taking part in an
interaction shifts slightly such that it moves out e CTOFnNb radius, the interaction energy
would not be considered. To circumvent this problem, aitiaddl cutoff radius is defined
(CUTnb), which is used to generate the nonbonded list. Howewergies are calculated
only for a smaller fraction of atom pairs lying withinettCTONnNnb radius. Generally,
CTOFnb = CUTnbx2 (Angstrom) and CTONnb = CTOFnb -2 (Angstrom).

Three different algorithms are used in CHARMM to genethee nonbonded list, namely
BYGROUPS, BYCUBES and BYCC (By-Clustar-Cubes) algorithms. BYGROUPS uses
CHARMM standard atomic groupings and first creates a groappgpair and calculates the
non-bonded atoms list from it. BYCUBES divides the systato cubical spatial regions
(with sidelength equal to outer non-bonded cutoff value) tasts for interactions only
between atoms in the same cube or in adjacent cubesCBiYdkes use of grouping as well
as partitioning techniques and is the fastest of the tihgeethms. However, it has markedly

higher memory requirements as well. BYCBIM extends the BYEBRlgorithm to systems
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with images or periodic boundaries and is the mostiefficlistouilder in CHARMM for

calculations in systems with image atoms.
2.3.2.2Electrostatic interactions

Particle mesh Ewald (PME) method is used for calculaifagiectrostatics of a system in an
infinite lattice or in case of periodic boundary coimfis. The energy can be expressed as a
lattice sum over all pair interactions and over alidattectors excluding the i=j term in the
primary box. Basically, the Ewald sum splits electrastzdlculations to two rapidly
convergent sums, one in real space and the secontpro@al space.

Consider a system of point charges in the primary céik dharge density is given by the

equation: N:N L A p¢ : N F;Nwhich in turn can be split into two separate sums,
NoINL A e:N FNF BN FgN and NN L A BB N ;N

Here , B:N F Nrepresents a spherical distribution (usually Gaussiat)tlae width of the
Gaussian is specified by Kappdl.:N represents the short range potential, calculated as a
direct , real-space summation , whiléy,:N is a smoothly varying function of r and is

expanded as a fourier series. It is obtained by solviadPtiisson equation (Ulrich Essmann
et al., 1995).

2.3.3 Solvation of the system

In order to mimic natural conditions during simulations, fystem must be completely
solvated. The type of solvent system used for simulatiepgnds on several factors, such as
system size, available computational resource, thedfpata being generated and required
accuracy of the results. In the present study, all sitimns are performed in explicit solvent
systems. Explicit solvent models involve adding discsitvent molecules to the system
(hundreds to several thousands). It results in a vegg laystem size and is computationally
demanding. The water model used in CHARMM is TIP3P, deriveah ftee TIP3 model
(William L. Jorgensen et al., 1983). It is a 3-site expheater model (i.e., each individual
water molecule has 3 sites of interaction, one cpomding to each atom of the water
molecule). Each atom is assigned a point charge. MR8 model, all 3 atoms are also
assigned an LJ parameter, while in the derived TIP3P modél, the oxygen atom is

assigned an LJ parameter.
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2.3.4 Periodic Boundary Conditions in CHARMM

Peiodic Boundary Conditions (PBC) are used to model an iiefinystem with a finite
volume. ie., a system containing relatively smaller nunatbgarticles can be simulated such
that the particles experience forces as though theyiwdrndk solution. In order to study the
bulk properties of the system, a solvent must alsmiteduced along with certain boundary
conditions. If the boundary is assumed to be a rigid, saliface effects would come into
picture, thus affecting the bulk dynamics of the systbmorder to remove these surface
effects from the system, we use Periodic Boundary Gondi{Figure 2.2).

PBC is achieved by an infinite tiling/replication of thebmal simulation box in 3
dimensional space to create a lattice. Thus, wheatam moves in the primary cell, its
images in all other boxes would move in the same way, tlairgaming the total number of
atoms in the primary cell as constant. Further, it isreqtired to store the coordinates of all
atoms in the lattice during the simulation, only thosenato the central box are considered.

Figure 2.2 Periodic Boundary Conditions (PBC).The central cell (dark shaded), with a
finite number of particles is surrounded by infinitely realed periodic images of itself (light
shaded), thus creating an infinite volume system. Note dhabuter membrane protein
(green) embedded in a lipid bilayer(shown in surface represemtaind solvated in explicit

solvent (blue) and with neutralizing ions added (orangedmsidered to illustrate the PBC.
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2.3.5 Energy minimization

Minimization is carried out to relieve strain in the imit model using equationii) to

determine the energetically stable conformation. If tkerting model used for MD
simulations has a very high potential energy, it wo@dtlup to an unreasonable temperature

very fast. Thus, the potential energy of the systemimmized to the lowest possible value
SULRU WR 0' VLPXODWLRQV &+$500TKHFNQWKHDWUIURW D Q GF
derivatives of the potential energy function and adjusitesn coordinates to achieve

minimum energy.

06, Fs

CHARMM provides various minimization algorithms, namelyeepest descent (SD),
conjugate gradient (CONJ), adopted basis Newton Raphson (ABNERyton Raphson
(NRAP), Powell (POWE) and truncated Newton method (TNPACK).iSEhe simplest
method, in each step of which the coordinates are adjustéhe negative direction of the
gradient. CONJ has better convergence than SD and chieekprevious minimization
history and current gradient to determine the next step. NR¥dlves calculation of the
derivative of the gradient to identify an energy minimign, where the derivative is zero. In
ABNR, energy minimization is based on a Newton Raphsons &gorPOWE is generally
used when ABNR cannot be applied. TNPACK is based on a lirmgugate-gradient

technique for solving Newton equations.
2.3.6 Underlying principles of molecular dynamics

In MD simulations, the macroscopic properties of a sysseenstudied using microscopic
simulations with the help of statistical mechanics ppies. One of the cornerstones of MD
simulations is thepy (UJRGLF K\ ®HcW KiatasLiNaf the time averages equals the
ensemble average 0AZensemble = <A>tme $Q MHQVHPEOHY LV QRWKLQJ EXW
possible systems which have different microscopic statdut identical
macroscopic/thermodynamic states. The Ergodic hypothlesss states that if a system is

allowed to evolve in time it will eventually pass throughpadbsible states. By carrying out
sufficiently long MD runs, one can thus arrive at theimirm energy state/preferred state of

the system being studied.
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Commonly used thermodynamic ensembles in MD simulationd\N& (microcanonical
ensemble : N, V , E constant) , NVT (canonical ensembleV, T constant) and NPT
(isothermal isobaric ensemble : N, P, T constant ), @hers the total number of particles in
the system, P is the pressure, T is the temperaturé anthe total volume of the system.

0" VLPXODWLRQVY DUH EDVHG RQ QX%PH WIHHRI® G QOVHZ) IRD WPLRF
1HZWRQYV VHFRQG ODZ VW D Waj) ¥f A\pKricl i Wdepbris dlirectly anF FH O H
the net forcgF;) acting on it and inversely on the mdsy) of the particle, i.e.,

Equating equationsiij and (i), we get,

—;L F gL Fluz'—;‘ .............................................. ).
The solution of the differential equation (v) givestlus trajectory of particle i . However, the
potential energy term is a function of the positiofisalb particles of the system over the
simulation time and is highly complex. Thus, the soluodmlifferential equation (v) is not
computable. Instead, its value is approximated by numeritagretion algorithms tha
approximate positions, velocities and accelerationsliadha particles in the system being
simulated. All integrators assume that the position,citsl@nd acceleration of particles can

EH DSSUR[LPDWHG E\ D 7D\ORUYJV VHULHV H[SDQVLRQ
NP EUPL NRE RD,UFE—Z::P,UTDE® ........................................................ (vi)

Where, r is the position, v is the velocity (firstrigative with respect to time), a is the

acceleration (second derivative with respect to time) ammhso
2.3.7 Numerical integrators in CHARMM

As mentioned earlier, MD simulations requi®@ XPHULFDO LQWHJUDWLRQ RI 1Hz
of motion and involve approximations by various numeiitggration algorithms. The most
FRPPRQO\ XVHG LQWHJUDWLRQ MRKH N H KIHVRCEv HéddeiddU O HW 1

from equation (vi) as follows :
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NP EJPL NRE RRUBEZ=RUPE ® ..o (eqn vi)

NP FRUPL NRF RP,UFE—zz:P,UTDE® ..................................................... (W)

(ivV)+ (V) => NP BUPL t NP F NP FUPE =RUP. ..o ifyi

CHARMM supports five main integrators, namely ORIG, LEAP, \R/EVER4 and VV2.
All these integrators are based on the Verlet schemeG@Rhe oldest integrator, based on
a lower precision verlet three step method. LEAP isithet commonly used and is based on
the Verlet leapfrog algorithm. Velocity verlet integratffVER) is a high precision
integrator and supports multiple-timestep methods, but ideldimby a lack of pressure
calculations. VV2 is one of the newer algorithms with imptbtemperature and pressure
controls. VER4 can only be used for enhanced conformati@maplgg in 4 dimensional
MD. All the above mentioned integrators are compatible wita SHAKE constraint.
Leapfrog and VVER are used for the simulations in thisystundl are discussed below.

In the leap frog algorithm, velocities are calculatdl @ @ Rnd this is used to calculated

positions (r values) atP E @ A_; H WKH YHORFLWLHYV pOHDHSNVBY AKHSR
major disadvantage of the method is that velocitieshat calculated at the same times as the

position values. The velocity at time t is given by :
RRL-BR@RBRER @RIBC. ..o (ix)
VVER calculates velocities, positions and acceleratatrtime t as :

NP EUPL NRE RD,UFE—Z::RUTD .......................................... (X)

RRUR RRE—Z>::RE::PEP?U.P ....................................... (i)

CHARMM also supports non-Verlet integrators such as incdse of Langevin dynamics
(LD) simulations, which are also used in the current ingattin. In LD, coordinates of the
particles at any point of time is determined by numeiitagration of the Langevin equation
LQVWHDG RI 1HZWRQTV HTXDWLRQ RI PRWLRQ

Thuswe have,(g L | gmgl FT8F BE 4 : P li(x
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where, | m, a are the force acting on particle i, mass of particknd acceleration of

particle i respectively.F18LV WKH QHJDWLYH JUDGLHQWRRDW® K3 B UV R/
the system and R(t) represents the jostling forcesreg t. LD is similar to normal MD
simulations, the major difference being that frictiotiedg is taken into account.

2.3.8 Thermostats in CHARMM

Berendsen and Nose Hoover thermostats are the two nemmdstats used in CHARMM to
maintain constant temperature during the simulation. Tdregévin heatbath can be used to
maintain constant temperature during LD simulations. Nosevéfothermostat is part of
CPT (Constant Pressure and Temperature) dynamics #relbgst available thermostat. It is
generally compatible with VER anf VVER integrator. The systan be coupled to a single
heat bath or to multiple heat baths using the Nose-mdbgemostat.

The major advantage of Nose-Hoover over older methodbaisit provides continuous
dynamics with well defined conserved quantities. Methods siscBerendsens thermostat
have discontinuous dynamics, lower accuracy and are digneoa preferred. Thus, we use

Nose-Hoover thermostat in all simulations.
2.4 Generation of protein tbilayer models

A graphical web-server of CHARMM is used to generate tleenbmane embedded Wzi
protein system. A schematic representation of the step$ved in building a model using
the membrane builder module of CHARMM-GUI is illustratedrigure 2.3.

Figure 2.3 Building a protein zlipid

membrane complex system using
Membrane builder. The steps
involved in generating a model of
protein in a lipid bilayer are explaine

in text.
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As shown in Figure 2.3, i&tep 1 the coordinates of the protein is read using PDB reader.
Coordinates of pre-oriented molecules can be read Wireoim the OPM database. The
method used to orient proteins in OPM is shown in Figure &ep 2orients the protein
along the Z axis with its centre at z = 0. This stepoisrequired in case of structures from
the OPM database.

Figure 2.4 OPM (Orientation of Proteins in Membranes) database The optimal spatial
arrangement of a protein is determined by minimizing its tesnshergy from water to a
hydrophobic slab with a decadiene like property. (a) Schemggiresentation of a protein in
a hydrophobic slab (Figure adopted from A. L. Lomize et24l06) . Four parameters are
used to define the orientation of the protein in the membrateshift along the bilayer
normal; 2 tilt angle; E rotational angleD (=2z) , the hydrophobic thickness of the protein
(A. L. Lomize et al., 2006; M. A. Lomize et al., 2006). Thewation of 2436 membrane
proteins in pdb have been calculated by this method and depasithe OPM database
(http://lopm.phar.umich.edu/)

Step 2 also provides an option for generation of pore vaagticalculation of pore area (if
required). For generation of pore water, first, the treambrane region of the protein is
solvated. The protein is kept fixed and planar restraint patemtre applied above and below
the pore to prevent water within the protein pore from mowing This is followed by high

temperature dynamics at around 5000 K. Water molecules imgigere remain while those
outside get evaporated at the high temperature. A finaleragent step is carried out to
remove water molecules that may still be presentrantmg strongly with the protein

exterior.
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In step 3 the system size is determined. The shape of thersy&tox type) can be specified
as rectangular or hexagonal. The water thicknesstheeminimum height of the water layer
above and below the system is also specified (defaillie of 20 & is used in this study),
based on which the Z extent of the system is estim@iterx and y dimensions of the system
depend on the type of lipid selected to build the bilayer. Man# builder supports many
different kinds of lipid molecules, grouped under separa@desuch as sterols, PA
(Phosphatidic Acid) lipids, PC (Phosphatidylcholine)dgiPE (Phosphatidylethanolamine)
lipids, PG (Phosphatidylglycerolipids), PS (Phosphatidiisgr lipids, PUFA
(PolyUnsaturated Fatty Acid) lipids and other bacteriadlép

In step 4, the individual components such as lipid membrane, vaaiions are built , based
on the system size determined in the previous step. Thezraethods to generate the lipid
bilayer, namely, the Insertion method and the Replacemetitod. In the Insertion method,
a hole of required size is created in the lipid bilayer tlie membrane protein is inserted into
it. Several pre-equilibrated bilayer libraries are availabl€HARMM-GUI with holes of
sizes varying from 0 to 45%or membranes of different sizes. This method is gdigarsed

in case of proteins with a regular and cylindrical shapecahnot be used in case of
heterogenous lipid bilayers. The second method is theaBapkent method. It can be used
for any type of protein, irrespective of shape and sikte.this method, lipid-like pseudo
atoms are distributed around the protein and each pseudoisatben replaced by a lipid
molecule selected from the available libraries. Theallipiolecules thus wrap around the
protein. While the insertion method is faster and producesqaiiibrated system, it has
limitations based on system shape and size. The secohddnen the other hand is slower,

but can be used for any system (Jo et al., 2007)

Figure 2.5 DMPC lipid bilayers
generated by (A and B) the insertion
method and (C and D) the
replacement method for PDB:2HAC
(Adopted from Jo et al., 20Q7)
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Since the simulations will be carried out in explsatlvent, the system is solvated with pre-
equilibrated cubical TIP3 waterboxes of length 18.8580Based on the X, Y and Z extent
of the system, the number of water boxes to be addedntraje a planar layer of TIP3 is
determined. The final waterbox is generated by stackingpteupianar layers one above the
other. lons are added to neutralize the system. Fjrtallp M concentration of KClI is added
to neutralize the systeBtep 5involves assembly of the generated components, i.ed, lipi
protein, water and ions together to form the final system, hwbkarves as input for further

simulations.

The generated model is subsequently subjected to severdsrotiequilibration runs with
gradually decreasing constraints on the system componewtslar to relax the system. This
is followed by the production run. Details of the equilimatand production run protocols
are discussed in the latter part of the chapter.

2.5 MD simulation of Wzi protein

The X-ray crystallographic structure of the 50 KDa Wzi gimt(determined at 2.6 A
resolution) (pdbid : 2YNK.pdb) is monomeric and consisteesidues 24+479 (the first 23
residues form a cleavable signal sequence). Residues 278-289T hr-Gly-Lys-Asp-Asn-
Thr-Ala-Ala-Asn-Asp-Pro-Asn-Glu-Pro), which form part dfet extracellular loop, L5, of
Wzi, are absent in the crystal structure. Thus, theimgisesidues are modelled by the

Modloop server, prior to MD simulations.

2.5.1 Loop modelling of Wzi

Loop modelling is done using the ModLoop web server which in toakes use of the
Modeller software, designed to refine X-ray crystallogragiactures. Loop prediction by
Modeller involves optimization of the position of allmbydrogen atoms of the loop residues
in a fixed environment. The optimization protocol includes congigaadient minimization
and MD with simulated annealing. The energy function forrt@mization step uses the
CHARMM force field potential energy function to restradbonds, angles, dihedrals and
impropers. In addition, restraints by statistical potesitibhsed on known protein structures,

for mainchain and sidechain dihedrals and non-bonded atesngpaiused to model the loop.
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Optimization protocol for loop modelling

The optimization protocol consists of three steps : @hjGgate gradient minimization, (ii)
MD with simulated annealing and (iii) a second Conjugatedigea minimization step. The
first step is carried out to relax the system and consists ofcbessive minimization steps

XSWR VWHSYV HDFK ZLWK D JUDGXBO agprtiel Fadtkainty LQJ VF
(0, 0.01, 0.1, 0.5 and 1 respectively for the 5 steps). Tinesedoe allowed to pass very close
to each other without creating large energy barriers anebonded atom pairs are generated
only for the loop atoms, i.e., the environment is negiect@is helps lower the final energy
values. Thesecond stepconsists of two hundred 4 fs steps in which the systeenbeated
up very fast to 150, 250, 400, 700 and 1000 K during MD simulations.i tiollowed by
the main optimization step, where the systems are cdold from 1000,800, 600, 500, 400
and 300 K respectively in six hundred steps of 4 fs eachthitftestep involves conjugate
gradient minimization of upto 1000 steps (Fiser and Sali, 2088y Et al., 2000).

The maximum number of residues that can be modelled is dimi@e20 to avoid any
significant error. The protocol followed generates upto 300 indbkpen optimized
conformations from random initial conformations. Theafiloop prediction obtained is an

optimized conformation with the lowest energy value.
2.5.2 Wzi models for simulation

The protein structure obtained from ModLoop is used astdmting structure for wild type
Wzi simulations. Apart from the wild type protein, six musaaf Wzi are also subjected to

MD simulations, as listed below.

(i) Wild type Wzi obtained after loop modelling from ModLoop (WZ)

(i) Wzi with a deletion of 15 residues in the extracelllderp L5, which is absent
from the crystal structure (W%{)

(i)  Wzi™"- residues 32-36 (Asp-Leu-Arg-Asn-Asp) of helix H1 mutated toigé/c

(iv)  Wzi™*2- residues 35-39 (Asn-Asp-Leu-Ala-Trp) of helix H1 mutated to ghyci

(V) Wzi™® - residues 39-43 (Trp-Leu-Ser-Asp-Arg) of helix H1 mutated to géyci

(viy  Wzi™" +residue Tyr380 mutated to Trp [Wzi(y380w)]

(vi)y  Wzi™® +residue Tyr380 mutated to Ala [Wzi(y380a)]
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From the wild type structure, six mutants are generated) @HARMM. For the Wzf'
model, the crystal structure of Wzi is directly consgde Subsequently, the protein is
embedded in a lipid bilayer and hydrated with water and neutrakz&d0.15 M KCI as
detailed previously. A heterogenous lipid bilayer consisting f o
Palmitoyloleoylphosphatidylglycerol (POPG) and Palmitagtgliphosphatidylethanolamine
(POPE) in the ratio 1:3 is used to mimic the compositiorhef E. coli outer membrane
(Chugunov et al., 2013). Structures of POPE and POPG are shokiguire 2.6. The
composition of each leaflet of the lipid bilayer is takes 25 POPG and 75 POPE units to
satisfy the 1:3 ratio. The replacement method is usegeterate all the Wzi models. All
systems are neutralized by the addition of 0.15 M KCI. {bhal system size (in terms of
number of atoms), the number of water molecul€sakd Clions added for each system is
detailed in table 2.1.

Figure 2.6. Chemical structures of lipids POPG and POPE usea tgenerate the lipid
bilayer. Left, schematic representation of POPG and POPE. Righe@and POPE in
sphere representation. Carbon, hydrogen, oxygen and nitroges are shown as green,
white, red and blue spheres respectively. Both POPG and POBé&spa@ssingle C-C double
bond between C9 and C10.
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‘ Table 2.1 Details of simulated systems

Models Total system size | No. of water | No. of K" | No. of CI' | Simulation

(no. of atoms) molecules ions ions time (ns)
Wzi wild type 74982 14282 70 10 50
L a/ 73608 13893 68 10 50
Wzi (mutlH1) 75022 14311 69 10 50
Wzi (mut2H1) 74742 14217 69 10 50
Wzi (mut3H1) 74954 14291 70 10 50
Wzi Y380A 75252 14394 70 10 10
Wzi Y380W 75148 14353 70 10 20

2.5.3 Protocol followed during equilibration

All the seven Wzi system generated are subjected to sixiteqtion steps with gradually
decreasing restraints, in order to relax the systems foride production run. The details of
the equilibration steps are summarized in Table 2.2. Mmadd interactions are calculated
with standard values of ctonnb 10.0, ctofnb 12.0 and cutnb 16.0.ufihevalue is taken as
16.0.Rectangular periodic box is considered for the stiouks

Langevin dynamics is implemented in the first two stepegailibration (ie., for the first 50
ps) during which the temperature is maintained at 303.15 Khdrallowing four steps of
equilibration, CPT dynamics is followed, where the terapee is again maintained at
303.15 K by the Nose-Hoover thermostat. As shown in Table 2e2force constants are
gradually reduced and the system is relaxed. A total of 450 plibespion is carried out, of
which the system is completely relaxed with a very lovedoconstant on protein backbone

alone in the last 100 ps.
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Here, BB and SC are the force constants used to regteaprotein Backbone and side chain
respectively. wforce is the force constant used to keeprwatdecules away from the
hydrophobic core, tforce is the force constant used to Weepipid tail below +/-% and
mforce is the force constant to keep lipid head groups tdossrget values. fcis and fc2 are
dihedral restraint force constants to keep the cis ddudrel and c2 chirality respectively.
lon is the force constant applied on all the iondhéndystem.

2.5.4 Protocol followed for production run simulations

After completion of the equilibration steps, each Wztsgn is subject to a production run
under CPT dynamics. The system temperature is maintatir3&B45 K by the Nose-Hoover
thermostat. Wzi wild type protein, loop 5 deletion matand the three helix substitution
mutants are simulated over a 50 ns timescale. Simuatibg380a and y380w are ongoing
and 10 ns and 20 ns trajectories respectively, have beerzeshaly part of this study. The
non-bonded cutoffs used are same as that in the equdibistBps.

2.5.5 Application of transmembrane voltage

The ultimate goal when carrying out MD simulation is tadgt the given system under
conditions which most closely mimic natural conditiohs. case of membrane protein
simulations, one of the major factors to be taken aéstasideration is the cell transmembrane
potential. Thus, in order to mimic natural conditions mdosely and improve ion sampling
events, a range of transmembrane potentials (from -106L60 mV) are applied to the

system during the simulation.

7KLY LV DFKLHYHG FRPSXWDWLRQDOQ@\P ENOMEMW UDLES OLLH D
perpendicular to the membrane, such that the resulpptied membrane potential V equals

the product of E and the length of the periodic cell ia dlirection perpendicular to the
PHPEUDQH DOVR NQRZQ DV WKH RBR&EANNED & \&l., RAHFWULF
Consider a protein-bilayer system with the axis of tluegim oriented along Z direction. The

applied membrane potential V is then given by the produé,ofthe electric field applied

along Z (perpendicular to the membrane) apdthe length of the entire periodic cell in the

direction of applied electric field. i.e., V K L,

From the WZ1"" system obtained after 100 ps of production run (at 0 m\ght @iew
systems are derived with applied transmembrane voltageB00fmvV, -75 mV, -50 mV, -
25 mV, +25 mV, +50 mV, +75 mV and +100 mV. These systems are sadutat a total of
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25 ns under the CPT dynamics scheme with temperaturéamaith at 303.15 K using the
Nose-Hoover thermostat. Above mentioned production run priowtmlowed here as well.

2.6 MD simulations of K30 CPS

Glycam Biomolecular builder is used to build the starting model of K30 CPS
(http://glycam.ccrc.uga.edu/CCRC/biombuilder/biomb_index.jsp). Thevichdhl sugars of
K30 CPS, their conformations (alpha/beta) and the linkdgéween the sugars are specified
to generate a hexameric model (consisting of six K30 CPR8atmg units). The final
structure obtained from Glycam biomolecular builder iscal@h based on the input sequence
and linkages provided and does not represent the favoured catitorraf the biomolecule.
Thus, to understand the secondary structural preferenceyaachits, MD simulations of the
hexameric unit are carried out with CHARMM forcefielBeing highly flexible, the K30
CPS hexameric unit is expected to adopt several confammsatit different populations,
which have to be further analyzed in order to understandmib& stable conformation.
Subsequently, glycan reader of CHARMM-GUI is used to geadénaut files to perform MD

simulations (Jo et al., 2011).

The K30 CPS hexamer is solvated with 11472 TIP3 moleculesnanttalized with 36
potassium ions & 30 chloride ions. The system is subjecté&d tsteps of minimization by
the SD method followed by another 50 steps of minimizabipPABNR. As before, the
equilibration is carried out in several rounds. A shortildgation step of 100 ps is carried
out using the VVER integrator followed by 400 ps equilibratiomgisCPT dynamics. The
system temperature is maintained at 300.0 K by Nose-Hoovemdktat. Non bonded
cutoffs are the same as used in previous systems. Fuojjoequilibration, a 100 ns
production run is carried out with CPT dynamics. The saomdbonded options are used as in
the equilibration steps and temperature is retained at 30Bhikthe help of the Nose-Hoover

thermostat.

Analysis of the various Wzi systems and K30 systemsaréed out using CHARMM. The

results obtained are discussed in the following chapters.
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CHAPTER 3:

Structure and dynamics of K30 Capsular polysaccharide

3.1 Introduction

K30 CPS belongs to Group 1 of capsular polysaccharid&s odli. Though the structure of
the K30 repeat unit was determined in 1980 (Chakraborty et al., {88®)Figure 3.1), its
structural preference remains unknown to date. Here, wg oatr MD simulations of a
hexameric unit of K30 CPS (Figure 3.2) to understand its dysaand conformational

preferences.

Figure 3.1 Primary structure of K30 CPS. K30 CPS repeating unit is a tetramer
(Chakraborty et al.,, 1980)The main chain consistinR| D O W H U0@BW D @Al .
residues and branches at each mannose residue condistingal anG -GICA units are

marked.

Figure 3.2 illustrates the schematic representation efhéxameric unit simulated in the
present study (A single repeating is indicated in a redl &od the entire system considered

for simulations is depicted in Figure 4.3.

Figure 3.2 Schematic diagram of K30 CPS hexameric unit used for simulation# single
monomeric unit of K30 is shown in a red box. ConnectivityMeen the residues is also
shoZQ -PDQQRVH LV VKRZQODFVERQYN 1P ABOEWRXH.LQ SXUSO

glucuronic acid in orange.
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Figure 3.3 K30 CPS hexameric unit
(main chain shown in blue and branch
in green) surrounded by water (shoas
surface) with ions Kand Cl (shown as
orange and purple spheres respectjvely

3.2 Dynamics of K30 CPS

We simulate the K30 CPS hexamer (Figure 3.2) upto 85 ns. RM$f structure plotted
with respect to time is depicted in Figure .3hapshots of K30 structure at every 5 ns are
also shown. Note that the terminal repeats are notaenesi for analysis due to end-fraying

effect.

Figure 3.4 RMSD plot of K30 CPS plotted with respect to time.Snapshots of CPS are

shown at 5 ns intervals. The main chain of CPS isveha purple and the branches in green.
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From Figure 3.4, it can be seen that there are mainly teferped populations of K30 CPS
hexamer, namely an extended form and a bent form. We cakulate the entb-end
distance of the K30 CPS unit. Etalend distance calculate® HW Z H H Q-M&an (Bflthe
first repeating unit)D Q G & -GRlI(of the last repeating unit) plotted with respect rieeti
(Figure 3.5) shows the initial distance of ~20 A getting exteride~30 A. This extended
conformation is retained over a major part of the satiohs, with occasional dips to 16-18
A. Towards the end of the simulation, the géaebnd distance shows a slow downward trend.
Longer simulations of larger K30 units may be required tuately understand its structural

preference.

Figure 3.5 End+to-end distance of K30 CPS(Left), Endto-end distance plotted with
respect to time, (right Structure of K30 CPS, with the main chain shown in blue and
branches in green. The atoms used to measure thoend-GLVW D QFH-MDIHO\

D Q &al C2 are shown as red spheres.

Torsion angles are calculated forMan)-1-3- -*D O -Gal)-1-2- -Man) which form the

main chain and -Gal)-1-3- -Man) & -GlIcA)-1-3- -Gal) of the branched chain residues

and the preferred range of torsion asgke determined (Figure 3.6 and Table 3.1). The

torsion angle values lie in the (gauchgauche-) regpnRU WKUHH RI WKH -OLQNDJF
Gal-1-2--0DQ RI WKH PDLQ-GEAD3-Q* D@ D G&-1-3-.-Man of the

branched chain while it is (trans, gaucheltR U Wad6tH-3- -Gal linkage of the main chain.

Thus, the possibility of a helical conformation cannotd®mletely ruled out.
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.-Man-1-3- -Gal -Gal-1-2-.-Man

%

-GlcA-1-3- .-Gal .-Gal-1-3-.-Man

¥
Figure 3.6 Torsion angle contour plot of K30 CPS.Top left) FR U U HV Sen&d\8- W R

Gal, (top right) -Gal-1-2-.-Man, (bottom left -GIcA-1-3-.-Gal and (bottom right).-Gal-
1-3- .-Man linkages Scaling used for the contour plot is shown on right. Colelrased on
the density of points, red being the highest and bluthest.

Table 3.1 Preferred values of torsion angle

14 %

Linkage Value | Defining atoms Value Defining atoms
-Man)-1-3- -Gal) 60 05-C1-03-C3 170 C1-03-C3-C2
-Gal)-1-2- -Man) 250 05-C1-02-C2 270 C1-02-C2-C1
-GIcA)-1-3- -Gal) 250 05-C1-03-C3 280 C1-03-C3-C2
-Gal)-1-3- -Man) 225 05-C1-03-C3 70 C1-03-C3-C2

3.3 Conclusion

From the simulations carried out, we infer that theestao preferred conformations of K30
&36 QDPHO\ D FRPSDFW -BDID@QW& | REARCZ (eidé-emidistance of

~16-17 A and a more extended form with endto-end distance of nearly 30 A. This,
together with the torsion angle calculation offers fheourable conformation for CPS. The
possibility of a helical conformation is revealed basedtlte preferred values of torsion
angles. In order to understand the dynamics of the melemd its preferred conformation in

more detail, longer simulations are necessary.
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CHAPTER 4 :

Structural characterization of Wzi

4.1 Introduction

Wzi is a 50 KDa outer membrane beta barrel protein ithat part of the Wzy dependent
supramolecular assembly which is responsible for capsuterteand surface expression. It
functions as a lectin and binds K30 CPS to the surfédieo bacteria to form the high
molecular weight capsule. Figure 4.1 shows the capsugshulogy of a Wzi chromosomal
insertion mutant, where the capsule is no longer tigdtlgched to the surface, but forms a
diffuse layer similar to exopolysaccharide secretions.

Figure 4.1 Capsule morphology ofE.coli B44 (09:K30) (left) and itswzi chromosomal
insertion mutant, CWG480 (right) labelled with cationizedifierand visualized by electron
microscopy. Surface association of the capsule is redanasase of the mutant and it remains
loosely attached to the cell, similar to EPS. Wzi protéius plays an important role in

surface anchorage of CPS. (Adopted from Rahn et al., 2003).

To understand the mode of interaction of Wzi with K30 CBi&ding of three different
monomeric units (Figure 4.2) has been tested using SurfasedtiaResonance (SPR) (S R
Bushell et al., 2013). Two of the monomeric units areaoatl within the K30 CPS repeat
unit and one is analogous to the K30 structure (refer Fig@je @Qut of the three, binding is
observed in case of N2 alone, indicating high specifioity K30 recognition by Wzi.
However, the K30 CPS recognition site in the extracelltdgion of Wzi is still unknown
and information about it would facilitate the design of dmaglecules that target CPS

binding.
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Figure 4.2Monomeric repeating units of K30 CPS tested for binding to WZAPR. N1 and
N2 are segments of the K30 CPS unit and Al is an analogtwasaccharide (note the
difference in linkage at the branching point). Of the threedibg is observed only in case of
N2 (Adopted from (S R Bushell et al., 2013).

The X-ray structure of Wzi (2.6 A resolution) was deteedi fairly recently by Naismith and
co-workers (S R Bushell et al., 2013) and its detailed confoomani an explicit membrane
environment is unknown. Though it is implicated in the serfaechorage of K30 CPS, based
on mutagenesis studies and SPR, the exact mechanism thv®lmet precisely understood.
In this context, we carry out MD simulation of wild typezMénd its six mutants. Wild type
Wzi simulations are also carried out at a range ofstrambrane voltages to understand

voltage dependent properties of the protein, if any.

(a) Periplasmic side (b) Extracellular side

Figure 4.3 (a) Periplasmic view of Wzi protein (shown in grey in cantaepresentation)
with the periplasmic helical bundle (encompassing thiphaahelices, H1, H2 and H3)
shown in green. Periplasmic turns T1 to T8 are also matkgdExtracellular view of Wzi

protein, with loops L1 to L9 shown in different colours.
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As detailed in chapter 2, Wzi beta barrel has nine extuwaelloops and eight
transmembrane turns (Figure 4.3). A helical bundle compdstde® alpha helices occludes
the barrel at the periplasmic end. Previous mutationaliet have shown that individual
deletion of loops L3, L6 or L7 of Wzi results in lossk80 binding to Wzi. As these loops
form a positive patch, it is suggested that they maydotewrith the negatively charged K30
CPS. However, deletion of L8 is found to have no effecibtAer important and surprising
observation is that substitution mutations of the mididie residues (residues 35-39) or last
five residues (39-43) of helix H1 of Wzi to glycine lead tosslof binding activity even
though it does not interact directly with K30 CPS. Howevautation of the first five
residues (32-36) of H1 to glycine is not found to have any ef@e® Bushell et al., 2013)

Thus, in the present study, we carry out MD simulations lof type Wzi and its three helical
mutants wherein residues of helix H1 are mutated to glycine. Bmb mutants, Y380W and
Y380A are also simulated to understand the role of consergatlieeY380 in the surface
attachment of K30 to Wzi. In addition, wild type Wzi protesnsimulated at eight different
transmembrane voltages (ranging from -100 mV to +100 mV invaieof 25 mV) to 25 ns

each. The starting model for Wzi simulations is showigure 4.4.

Figure 4.4 Initial model of Wzi considered for MD simulations. Wzgi shown in green in
cartoon representation, embedded in a lipid bilayer (shownyellow in surface
representation) and solvated with explicit water (showrblue) and 0.15 M KCI| added

(potassium & chloride ions shown as orange and grey sples@sctively).
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4.2 Water conducting property of Wzi protein

Our first major observation on simulation of wild type Vi&zits water conducting property.
This is a new and surprising development as the inner susfaitee protein is lined by a
large number of hydrophobic residues and the extracelbtgosiand the periplasmic helical
bundle plug the channel from both ends. We observe ltbahterior of the protein which is
initially devoid of any water molecules gradually gete@lup with water, starting from ~2-
ns (Figure 4.5)The channel gets completely filled with water by 6ns.

W ater molecules within beta-barrel
140 F T T L T T 9 T T 9

120 - -

100 - s

80 - -

60 - -

No. of water molecules

40 -

20 - -

=]
=]

O C r r r r r r

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Time(ps) x 104

Figure 4.5 Number of water molecules within the beta barrel of wyjget Wzi plotted as a
function of time. As the channel is oriented along heaxis (see section 2.4), water
molecules within -10 to 10 A along the Z axis are alone idersd. The total number of

molecules increases from 20 to 120 over the course of agithaktion.

The number of water molecules present within the bawet the course of simulation is
plotted as a function of time (Figure 4.5). A steep gsabiserved in the number of molecules
over the first 5-6 ns of simulations, after which it irmses gradually and reaches ~120 at
50 ns. Snapshots of the Wzi system at every 10 ns oxeés(thns trajectory are depicted in
Figure 4.6. Water entering and filling up the channel that istgnnitially can be clearly

observed.
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0O ns 10 ns 20 ns

30 ns 40 ns 50 ns

Figure 4.6 Water conduction in wild type Wzi. Snapshots of Wzi pro{green coloured
cartoon) at 10 ns intervals over a 50 ns trajectory. Whtee coloured surface) is observed

to gradually fill up the protein channel.

Detailed investigation shows that the water moleculesriagt&Vzi do not just fill up the
channel, but are also conducted across it. Figure 4.7¢@stthe movement of a single water
molecule from the periplasmic to the extracellular siteaddition, we also observe that
water molecules can enter into the pore from the ealitdar side, circulate within the
protein and then exit from the same side without crgsi$ia channel. Figure 4.7 (b) depicts
the entry of a water molecule from the extracellgliaie, followed by its circulation within

the protein and exit from the same side.

4.2.1 Comparison with crystal structure of Wzi

To further justify the water conducting property observethe simulations, we compare the
results with the crystal structure of Wzi. There dewater molecules present in the crystal
structure of Wzi [PDBID: 2YNK.pdb] (Figure 4.8 (left)), of whiclréside completely within

the beta barrel.
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Figure 4.7 Transport of a single water molecule (shown as blue sphthrough Wzi protein
(coloured green): (a) from the periplasmic side to theaegtlular side and (b) Circulating

within the channel.

Since the crystal structure just provides a snapshot ofit&/zvater conduction property was
not realized earlier. The current MD simulation alpnavides evidence for the ability of Wzi
to conduct water. Thus, the presence of water moleculé&seiWzi crystal validates and

strengthens our observation of the water conducting capaifiMyzi beta barrel protein.

Figure 4.8 Comparison of crystal structure of Wzi crystal struet(left) and Wzi wild type
protein after 10 ns simulation (right). Protein is showgrigen and water is displayed as blue

spheres.
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4.2.2 Role of hydrophobic plug in regulating water conduction

Interestingly, water transport through the protein is icstt to a specific pathway, mediated
by the presence of a hydrophobic plug. The plug is observée interior of the Wzi protein
(Figure 4.9), formed by aromatic residues Trpl74 & Trpl75 of loopPh&109 of Lland
Trp53 which is part of the connecting loop between periplasipha helices H1 and H2.
Multiple non-aromatic hydrophobic residues (Ala, Val, Land lle) are also found in this
region, as part of the plug. This hydrophobic plug alterstlowement of water (both
circulating and crossing) through the channel, confining a $pecific path.

Figure 4.9 Hydrophobic bundle of Wzi. A hydrophobic bundle consistirfigammatic
residues Trpl74, Trpl75, Phel09 and Trp53 (red sticks) and non-arcesatues Ala, Val,
Leu and lle (yellow sticks) in the interior of Wzi pratdshown as cartoon) alters the course

of water (blue surface).

4.2.3 Entry of water from the extracellular side

There are primarily two points of entry for water moles from the extracellular side into
the protein as shown in Figure 4.10. Residue Tyr380 plays artanpaole in facilitating
the entry of water molecules into the channel via that fiath. To further understand the
importance of this residue in regulation of water conda¢ctidD simulations of two extreme
point mutants Y380A and Y380W are carried out. Y380W is consideretthdosimulation
based on the assumption that it can block water entoygh entry point 1 (Figure 4.10) &
can act as a blocker, whereas, Y380A is designed as it idam whe pore and upregulate
water conduction. The second point of entry of watkr ithe channel is via the notch region
of Wzi.
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Figure 4.10 Entry of water (blue
spheres) into Wzi protein (gree
cartoon) from the extracellular regiol
Tyr380 facilitates entry of water fron
point 1, while the second point of ent
IS via the notch region.

4.2.3.1 Simulations of Y380 mutants

MD simulation of Y380W shows the water conduction throughyepbint 1 to be blocked.
The number of water molecules within the beta barrehefY380W mutant is reduced to
nearly half of the wild type simulations (Figure 4.11). Thgssicant reduction emphasizes
the importance of Y380 in influxing water from the extracallukgion. It is noteworthy that
water still enters into the protein via the notch eegi Snapshots of the system at 10 ns

intervals showing water conduction blocked by Y380W is dedicin Figure 4.12

Number of water molecules within beta barrel of Wzi
120 T T T T T T

100

80—
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— wild type
—y380w
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0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 18 2
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Figure 4.11 Comparison of number of water molecules within beta bafr&Vzi wild type

protein (blue) and Y380W point mutant (green). Calculatioastae same as in Figure 4.5.
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0O ns 10 ns 20 ns

Figure 4.12 Water conduction of Y380W mutant. Snapshots at 0 ns, 10 ns and @D n
Y380W mutant of Wzi protein (coloured green) blocking conductf water influx (blue
spheres) by Trp380 (red st&k

We also carry out simulation of a second point mut&@80A. In this case, water enters
from the notch region as well as from the top of the pro#da380, being a smaller residue,
does not hinder the passage of water. Snapshots of tleensgsobwing water conduction at

10 ns is depicted in Figure 4.13.

Ons 10 ns

Figure 4.13 Water conduction through Y380A mutant. Snapshots at 0 ns and dDths
y380a mutant Wzi protein (coloured green) showing conductfowaber (blue spheres).

Ala380 is shown in red.
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4.2.4 Entry of water from the periplasmic side

There are two points of entry of water into the profeam the periplasmic side, as shown in
Figure 4.14. Water passing through point 1 enters the prdtemnnel and gets conducted
across it. However, water entering from point 2 gets blbddkethe hydrophobic plug of Wzi
and is unable to cross the channel.

Figure 4.14 Entry of water (shown as blue spheres) from the penp&aside into Wzi
(coloured green). Water entering from point 1 gets conduateoss the channel while that
from point 2 is blocked by the hydrophobic bundle (coloured odange39 of helix H1

(shown in red) blocks the entry of water.

Hydrophobic residue Trp39 which is part of periplasmic alphax héli, lies close to the
periplasmic end of the protein and blocks the water madscahd directs them along a
specific path. Mutants in which this residue is absenivsh@hange in the water conduction

pattern as discussed in section 4.6.
4.2.5 Secondary structural changes

Ramachandran plots of the whole protein over the filshs and last 10 ns of simulations
(Figure 4.15) indicate that the values¥D QG % UHPDLQ ZLWKLQ WKH DOORZH
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Figure 4.15Ramachandran diagram for wild type Wzi protein. Phi andRglies over the first 10 n¢

(shown in green) and last 10 ns (shown in blue) of thelatias fall within the same range.

4.2.6 Pore opening

Interestingly, during the course of simulations, we olesehe formation of a pore at the
extracellular side of Wzi protein. Figurel8 (a) depicts the structure of Wzi viewed from the
extracellular region at 0 ns, where the pore is @b3d® snapshots at 10 ns and 50 ns clearly

depict pore formation. Figure. 6 (d) shows the passage of water molecules into the pore.

7TKH p2+9 JURXS RI1 7\U SURMH BPWAM V QWKRH VHIOHW R RH DOME HI
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Figure 4.16 Pore opening at the extracellular region of Wzi prot&napshots of Wzi
(coloured green) as viewed from the extracellular regio(a) O ns, (b) 10 ns and (c) 50 ns.
Pore formation is demarcated by red circle in (b) and (@) depicts water molecules passing
into the pore at 50 ns. Tyr380, which facilitates wateryens shown in red in stick

representation.
4.3 lon binding pocket of Wzi

A second major observation is the presence of an iahngirpocket on the extracellular face
of the protein. A single potassium ion enters into the pdicin the extracellular region and
remains stably associated with the protein throughousithelation timescale (Figure ).

lon entry starts ~2-3 ns and the ion enters inside thegmmpletely by ~6ns. It then remains
inside the channel upto 50 ns. Figur&84depicts the Z coordinate of the potassium ion as it

enters into the ion pocket.
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Figure 4.17 Entry of Potassium ion into WZTop, Snapshot at 2ns of Wzi protein (coloured
green) in a lipid bilayer (shown as surface) and potassium(aoange sphere) on the
extracellular side of the membrane, prior to ion emitg the channel. Bottom, snapshots

depicting the entry of potassium ion (orange) into the prdtgieen) from 1 to 6 ns.
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Figure 4.18 Z coordinate of potassium ion entering into the Wzi chanrted potassium ion

enters the channel at ~2-3 ns and remains within the podkebOms.

The potassium ion initially interacts alternately witvo negatively charged residues on the
extracellular side, namely Asp101 and Asp463. These negativaiged residues attract the
positively charged ion towards the protein. Note that the tveaues are found to be

conserved across seveEatoli andKlebsiellaspecies.

Once the potassium ion crosses the Asp residuegves further inwards, coordinating with
the carbonyl oxygen of Tyr380. It then interacts with ta@bonyl oxygens of residues
GIn107, Tyrl79, Glu180, Ala385 and Aspl87 in an alternating fas@ince it is completely
within the pocket, the potassium ion interacts with bac&bcerbonyl group of mainly 2
residues, Glul80 and GIn107 (Figure 4.20). The distance betWweepotassium ion and
carbonyl oxygen of these residues over 50 ns clearly ingdi¢hte coordination of the ion

with these residues (Figure 4)19

100 x x x x

4
Time (ps) X 10
Figure 4.19 Time vs Distance profile of potassium ion & backbaaebonyl oxygen of Glul8(
(green) and GIn107 (blue).



Figure 4.20 Potassium ion (orange sphere) entering into Wzi profgieen coloured

cartoon) is depicted. Movement of the ion from ~3ns (whsetarts entering into the protein)
to 6 ns (when it is completely within the pocket) is tchggoordinating waters are shown in
blue in stick representation. Details of the interactiargsshown in boxes on the right. Note

that water molecules within 3.6 A of the ion alone &@m.

The coordination number of the potassium ion enteringchamnel is also quantified with
respect to time (Figure.2l), using a cutoff distance of 3.6 A (Michael Thomas et28107)
Prior to entry into the pocket, the ion is surrounded blyedl of water molecules (Figure 4.20
(2)). In order to enter the narrow protein pocket, the ®rstripped of a few of th
surrounding water molecules and it compensates for timgddation energy by interaction
with carbonyl oxygens of the protein. Once the ion enit@is the pocket, a coordination

number of atleast 1 is observed with the protein backbcaebonyl groups.
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Coordination number of Potassium ion over 50 ns
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Figure 4.21 Number of coordination bonds formed by the potassium ioploted as a
function of time over the entire simulation timesc&eordination number with water (blue)
decreases and that with the protein (green) increastbe asn enters into the protein. The
total number of coordination bonds remains ~7-8. Note thaiiodf distance of 3.6 A is used.

We observe that the entry of ion into the pocket isglhhe same path as the water molecules
entering from the extracellular region (Figure 4.22) wiryepoint 1 (Figure 4.10 and the
ion is surrounded closely by water molecules even insidectib@nel, which temporarily
coordinate bond with it (see figure 4.20). Further moveroétite ion towards the interior of
the protein is blocked by the presence of an aromatiduesiThe path of water is also
similarly blocked and it follows a different path frohat point. The ion, being larger in size,

remains fixed within the pocket.

Figure 4.22 The potassium ion (shown ¢
orange sphere) lies in the path of wa
conduction (shownas blue surface) of Wzi

(green coloured cartoon).
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4.4 Importance of extracellular loop 5

4.4.1 Membrane insertion of L5

Figure 4.23 Membrane insertion of L5. Loop L5 (shown as red coloutesksy of Wzi
protein (coloured grey) splays outwards from the barrelbmemdmes highly extended at the

end of the 50 ns simulation trajectory.

As shown in Figures.23 to 4.27, extracellular loop L5 undergoes conformational changes
during the course of simulation. It adopts an extendedocowation and is involved in
interactions with the lipid bilayer. In Figure 4.23, the gplg out of the loop L5 can be
clearly observed. Figure.2¥ depicts the changes in loop conformation over theilaiion
trajectory, as viewed from the extracellular regiorenibrane interactions of L5 occur at
three separate points. Two of these interactionshgdeophobic, facilitated by residues
Leu268 and Trp273. In both these cases, we observe thatdiephgbic residue which was
initially above the membrane is getting inserted intoa#, can be visualized from the
snapshots at 0 ns and 50 ns (Figur@4 and 425).

A third important interaction of L5 with the membrane Isserved, wherein two charged
residues of L5, namely positively charged Lys278 and negativelsggetiaAsp279 interact
with the carbonyl and amino groups of POPE residues respgctiehydrogen bonding
interactions (Figure .26). While the former is involved in the N-H ... O hydrogendahe
latter is involved in strong electrostatic interactiwith the positively charged amino head
group of POPE.
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Figure 4.24Insertion of Leu268 of extracellular lodyd (shown as red sticks) of Wzi protein
(shown in grey as cartoon) into the lipid membrane (shaswgreen surface). Snapshot at Ons
is shown on the left and at 50 ns on the right.

Figure 4.25 Insertion of Trp272 of extracellular loop L5 (shown as tétks) of Wzi protein
(shown in grey as cartoon) into the lipid membrane (shaswgreen surface). Snapshot at Ons

is shown on the left and at 50 ns on the right.
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@) (b) © r

Figure 4.26 Interaction of charged residues, Lys278 and Asp279 (shown ageosticks) of
extracellular loop 5 (red) of Wzi protein (coloured grey)hihe lipid bilayer (green surface)
at (a) 0 ns, (b) 50ns. (c) Enlarged view of interactbmesidues Lys278, Asp279 (orange
sticks) with POPE residues (green sticks).

Snapshots at 10 ns intervals, depicting the interadtidwd with the membrane, are shown in
Figure 4.27. The loop splays away from the barrel and adopextended conformation at

the end of 50 ns of simulations.

O ns 10 ns 20 ns

30 ns 40 ns 50 ns

Figure 4.27 Interaction of loop L5 with the lipid bilayer. Loop L5 ik@vn as red sticks, Wzi

proteinasgrey cartoon and the lipid bilayer is depicted as green surface



4.4.2 Bioinformatics analysis

15 residues of the extracellular loop L5 of Wzi are abfem the crystal structure, namely,
L-T-G-K-D-N-T-A-A-N-D-P-N-E-P (shown in Figure .28). To understand the significance
of these residues, bioinformatics stuches carried out as detailed below.

Figure 4.28 Wzi protein (cartoon) depicting the extracellular loop (sBown in red in stick
representation). Sequence of L5 is in box (right), with 15 deleted residues highlighted in
pink.

Protein BLAST of the 15 residues is carried out with maxmsequence difference set at

10% and the results obtained are shown in tree formdiigare 429. 3)DVW PLQLPXP
HYROXWLRQ DOJRULWKP L\(Despad endVGascudl QaOane Wrishikv KH W U |
distance model is used, where evolutionary distance bettmaesequences is modelled as
expected fraction of amino acid substitution per sitergithe fraction ofmismatched amino

acids in the aligned region (Grishin, 1995)
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Figure 4.29Distance tree derived from the protein BLAST of deletBdésidues. Maximum
sequence difference is set to 10% for the BLAST to fetchst#wuences that are 90%

identical. Grishin distance model and Fast minimum eimiwre used to generate the tree.

The 15 residues of L5 that are absent in the crystaltsteupossess sequence similarity
mainly with bacterial membrane proteins. Most of the alpselated hits belong t&. coli

Klebsiella pneumoniaeand Klebsiella oxytocaspecies. Hits are also observed from
Raoultella planticolaand Raoultella ornithinolytica.ln order to understand the significance

of these loop 5 residues, we carry out simulations hiclvthe 15 residues are deleted.
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4.4.3 L5 deletion simulations

Ramachandran plots of the whole protein over the fifshs and last 10 ns of simulations

(Figure 4.30) indicate that the values ¥ D QG % UHPDLQ ZLWKLQWHtgErH DOOR.
conduction is also not affected as reflected in the gflatumber of water molecules within

the barrel with respect to rime (Figure8H). The number of water molecules increases from

20 to nearly 120, similar to the wild type.

Figure 4.30Ramachandran diagram ¢
Wzi loop deletion mutant over the firs
10 ns (shown in green) and last 10

%

%

(shown in blue) of the simulations.

The major difference observed between the wild type raedhe L5 deletion mutant is the
loss of interaction of L5 with the lipid membrane. #& loop is 15 residues shorter in this
case, no significant membrane insertion is observed @ig®2). Leu268 tends to move
towards the membrane, but is limited by the loop size astéepin Figure 83. Trp272,
which inserts into the membrane in case of wild type Wzi dwdésexhibit any membrane
interaction in this mutant. In addition, Lys278 and Asp278 deleted in this mutant,

resulting in the loss of interactions with the liidad groups seen in case of wild type Wzi.
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Figure 4.31 Number of water molecules within the beta barrel plostgé@ function of time.

Calculations are the same as in Figure 4.5.

Figure 4.32 Loop L5 (orange sticks) of Wzi protein (grey cartoon) sloet undergo any
major structural change over 50 ns simulations. Lipid bilaijge shown in surface

representation.
Thus, the major conclusion from our study of extracaflldop L5 is that it does not appear

to have any role in water conduction, but plays an importdatin membrane interactions

and in anchoring the protein into the lipid bilayer.
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Figure 4.33 Lack of Leu 268-POPE interaction in Wzi L5 deletion mutéaru268 is shown
as orange sticks and the lipid bilayer as green surface. haitéhere is no loop splaying as

observed in case of wild type L5.
4.5 Other membrane protein interactions of Wzi

In addition to L5, other extracellular loops are also tbtm interact with the beta barrel.
Loop L6 is a short loop consisting of 9 residues of which Phe&3@#olved in hydrophobic

interactions with the lipid bilayer as shown in Figurg44

Figure 4.34 Hydrophobic interaction of
extracellular loop 6 (red sticks) of Wzi prote
(coloured grey) with the lipid bilayer (gree

sticks).

Apart from the lipid bilayer interactions of loops L5 a@l, several hydrophobic residues
both aromatic (Phe, Tyr and Trp) and non-aromatic (X&l, Leu and lle) project outwards

from the protein and interact hydrophobically with the lipiciydr as shown in Figure35.
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Figure 4.35 (Left) Hydrophobic residues of Wzi (Aromatic residues,,Fh@ and Trp shown
in red and non-aromatic residues, Ala, Val, Leu, lle showorange) that project outwards
from the barrel can be segiRight) View of Wzi from extracellular side with hydragbic
residues projecting towards the membrane. Wzi is shown gscgteured cartoon and the

lipid membrane is shown as yellow coloured surface.

4.6 Helix mutants of Wazi

Previous studies have shown that the substitution mutaifcthe middle five residues (35 to
39) and last 5 residues (39 to 43) residues of helix H1 to glycineahasgative effect on its
binding activity to K30, though it is not directly involved inetanchorage of K30 CPS.
However, substitution mutation of the first five resid(@&2 to 36) of H1 to glycine does not
affect the K30 binding activity. The reason for the nega®¥fect of the mutations was
unknown (Simon R Bushell et al., 2013). In this context, areied out MD simulations of
the 3 helix mutants (with residues 32-36 mutated to Gly, resi@d&e39 mutated to Gly and
residues 39-43 mutated to Gly) of Wzi. Figur84depicts the Wzi protein, with helix H1
highlighted in blue. The sequence of H1 is also provided.
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Figure 4.36 (i) Cartoon representation of Wzi (grey) with helix Hlowi in blue (i) side
view, (ii) view from periplasmic side. (iii) Enlarged view of Hilwthe sequence of residues
32-43 marked.

4.6.1 Secondary structure

'"LKHGUD O D)@fitteHtatée re¥idues of H1 are calculated for teedind last 10 ns
simulations of mutant 1 (Figure3¥ (top)), mutant 2 (Figure.&/ (middle)) and mutant 3
(Figure 437 (bottom)). It is observed from the Ramachandrantpltt no major secondary
structural deviations occur. The conformational preferdiiée% RI JO\FLQH UHVLGXEt
WKUHH PXWDQWY VWD\V VLPLODBPWR-4TKHOLFDO FRQIRUPD\
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Figure 4.37 Ramachandran diagram for residues mutated to glycine% D QoGre¥idues
32 to 36 (top), 35 to 39 (middle) and 39 to 43 (bottom) of helix H1 iramsitl, 2 and 3
respectively over the first 10 ns (blue colour) and last 10 nerfgrelour) of the simulations.

, QV H W-helix of.wild type Wzi with the residues mutated to glycem®wn in red.
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This observation is supported by previous studies whereftheetit stable conformations of
Gly tripeptides and hexapeptides were investigated and founcigb ie alpha helical
conformation along with other secondary structural cordbions (Yakubovich, A.V et al.,
2006). Figure 88 shows a comparison of the dihedral angles of glyas&lues from PDB
with the steric diagram for polyglycine which was determiiegperimentally. As can be seen
in the plot (Figure 4.38), some population of glycine resida#sn the range of dihedral
angles corresponding to alpha-helical conformation.

Figure 4.38 & RPS D U LV R Q ardle%ofpdadyGlydne residues in protein structures from
Brookehaven Protein Data Bank (red) superimposed with theetiezdly calculated allowed
conformations of a glycine hexamer (encircled). Four mirimtae steric diagram have been
encircled and labelled I, II, Il and 1V. Adapted from Yakubdwid.V et al., 2006.

4.6.2 Water conduction

Water conduction through Wzi is observed in all the threlex mutants. The number of
water molecules within the beta barrel is plotted asetion of time for each mutant (Figure
4.39). The total number of water molecules does not vary ggnify from the wild type
protein. This observation is not surprising, as thera isnajor structural change the beta
barrel region of the protein and consequently, the nuwbeater molecules accommodated

within the barrel cannot vary significantly.
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Figure 4.39 Number of water molecules within the Wzi beta-barrecase of mutant 1
(blue), mutant 2 (green) and mutant 3 (red). The total nuofoeater molecules is nearly
the same in all the three cases at the end of the B8jestory.

4.6.3 Role of Trp39in water regulation at the periplasmic end

Yet another intriguing revelation from the simulationVéi is the role of Trp39 in regulating
entry of water into the channel at the periplasmic endné@stioned in section 4.2.4, Trp39,
which is part of helix H1, blocks entry of water into the ot (Figure 4.40). Notably, in
helix mutants 2 and 3, residue Trp39 is mutated to glycine. Glylogieg the smallest amino
acid, does not block water molecules like Trp. Consequédntthese cases water conduction
occurs through an additional pathway as illustrated by the koepsf all three mutants at

10ns intervals in Figure.41.

Figure 4.40 Role of Trp-39 (snapshot of wild
type Wzi at 10 ns).Tryptophan-39 (shown in re:
in stick representation) of helix hl of Wzi prote
(shown in green in cartoon representation) blo

the path of water entering the channel.
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Time Mutant 1 Mutant 2 Mutant 3

Ons

10ns

20ns

30ns

40ns

50ns

Water blocked by Trp39 Additional point of entry Additional point of entry

Figure 4.41 Snapshots of water (shown in blue in surface represemtainering the protein (shown in
green as cartoon) at 10 ns intervals for mutants 1, 2 anMater enters into Wzi from the pe%lasmic side
through an additional route in mutants 2 and 3, while theens blocked by Tarp39 in mutant 1.



Thus, we hypothesize that the change in the water condugéttern in case of mutants 2
and 3, due to the absence of Trp39 residue may be the calsssfof protein function. Thus

argument further gains support from the experimental datahwlemonstrates the loss of
function of glycine substitution mutants 2 and 3 of helix ld¥en though they are not

directly interacting with the CPS. As the current dation indicates that Wzi can act as an
osmotic pressure regulator, the increased influx of wiaten the periplasmic side might

dilute CPS concentration on the surface and thus retiibending to Wzi protein.

4.7 Voltage independent water conduction of Wzi

As detailed in Chapter 2, we apply eight different transmangwroltages, namely -100 mV,
-75 mV, -50 mV, -25 mV, +25 mV, +50 mV, +75 mV, +100 mV to the Wzi wige
system, to investigate voltage dependent properties of theiprdtany. Note that the wild
type system is simulated at 0 mV for 100 ps prior to applicaticoltage. The eight systems
are each simulated over a 25 ns trajectory.

Figure 4.42 Number of water molecules present within the beta bafré/zi with applied
negative voltages (top), -100 mV (blue), -75 mV (green), -50 m¥),(r@5 mV (cyan) and
applied positive voltages (bottom), +100 mV (blue), +75 mV (gtees) mV (red), +25 mV

(cyan), each simulated over a 25 ns trajectory. Catioms same as in Figure 4.5.
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No major structural changes are observed on applicafiboralmsmembrane voltage. Water
conduction is observed in all the systems irrespedivehe voltage applied. Figure 4.41
depicts the gradual increase in the number of water mekquésent within the beta barrel
of Wzi for the applied negative voltages (Figure 4.41 top) @ositive voltages (Figure 4.41
bottom). In all eight systems simulated upto 25 ns, timbeu of waters remains nearly the

same.

An ion pocket is observed in two of the simulated systeragjely, the systems with an
applied voltage of -25 mV and +75 mV. A single potassium soobiserved to enter Wzi
from the extracellular side and coordinate with théoaayl oxygen of the protein (Figure
4.43) as in the wild type. Note that the ion enters deegerthe pocket in this case than in

wild type.

Figure 4.43 Potassium ion bindingto Wzi with the applied transmembrane voltage of
-25mV. (Top), Z coordinate of the potassium entering into trehinding pocket of Wzi.
(Bottom), cartoon representation of Wzi (green) depictimg éntry of the potassium ion

(orange spheres) over 11 to 25 ns of the simulation tineescal
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As the ion entry is observed irrespective of the aggliansmembrane voltage (OMv, -25mV
and +75mV), similar binding cannot be ruled out in all the odpplied voltage systems.
Longer simulation timescales and steered MD studies quired to understand this property
better. From the transmembrane voltage simulationg;amelude that Wzi does not exhibit
any voltage dependency.

4.8 Conclusions

The first major observation in our simulations of Wxabtein is its water conduction
property. Conduction of water molecules through Wzi prodecurs irrespective of the loop
5 deletion, helix 1 substitution mutations and applicatiotraxismembrane voltage. It thus
appears to be a fundamental property of the Wzi betallmotein. Although the role of Wzi
in the surface anchorage of K30 CPS is well characteribexjs the first study that offers
evidence for its role in water conduction. Our investigasitso identifies the role of several
amino acids that are inside the beta-barrel in regglateter conduction through a specific
path. The first among them is a hydrophobic plug within tiseom channel that restrains the
water molecules to a narrow conduction path. Furthel380yis identified as an important
residue aiding in water conduction, with its mutant, Y380kiéwsng a marked decrease in
water conduction. Another key residue is Trp39 of the penp@séelix, HL. When H1 is
mutated to glycine, as in H1 substitution mutants 2 and 3w#ter conductance path gets
altered with the creation of an additional water emoynt at the periplasmic face. We cite
this change in water conductance as the possible reasdostrof protein function in
mutants 2 and 3 as observed from previous studies, eandieased influx of water from the
periplasmic side may dilute the K30 CPS concentrationraddce its binding efficiency to
Wzi on the extracellular side. We hypothesize thathighly hydrated Wzi channel provides
a suitable environment for the insertion and anchorageeoKBO CPS polymer, conferring
high biological relevance to this observation. We alsggest that the concentration gradient
created by accumulation of CPS at the cell exteriay drive the transport of water from the

periplasm to the extracellular space.

Our second observation is the presence of an ion binding tpockee extracellular face of
Wzi protein. A single potassium ion enters into thelkgb and remains stably associated with
it throughout the simulation timescale. We hypothesiz this positive ion may act as a
crosslinker for the negatively charge CPS molecule and peoitsonon-covalent attachment

to Wzi. We also carry out simulations of wild type Wzaatnge of transmembrane voltages.
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However, no major structural deviations or changes in weteduction patterns are
observed. Thus, the protein acts as an osmotic pressyurator, irrespective of the applied

transmembrane voltages.

The importance of extracellular loop L5 of Wzi in insentiinto the lipid bilayer is also
investigated in detail. 15 residues of L5, which are absemh the crystal structure, are
found to be conserved across several Klebsiella spesie®la Wild type Wzi, with the 15
missing residues modelled, shows L5 interacting with the praeimultiple point in an

extended conformation and inserting into the membranaighrénydrophobic, electrostatic
and hydrogen bonding interactions. Though L5 plays an impomdée in anchoring Wzi into
the membrane, it is not involved in water conduction asWtzi mutant with 15 residues
deleted from L5, does not exhibit any changes in water coodud&rom the results
obtained, we conclude that the major role of L5 is ailifating protein-bilayer interactions.

Thus, the current investigation successfully characterine osmotic pressure regulating

mechanism of Wzi in detail.
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