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Abstract

When antibiotics were discovered for clinical use more than 85 years ago, many believed that this was the final solution for acute infectious diseases caused by planktonic bacteria. Unfortunately, within a few years bacteria controlled by antibiotics had developed marked resistance to these drugs. Today, bacterial infections have become a serious health problem worldwide, killing ~17 million people each year. We have reached a crisis where the supply of new antibiotics is drying up. Studies have shown that antibiotic resistance is more predominant in the biofilm mode of growth than antibiotic resistance of planktonic bacteria. A systematic investigation of the population growth dynamics, and antibiotic resistance mechanisms associated with biofilm-related infections may pave the way for novel therapeutic strategies to prevent or treat biofilms in health-care and industrial settings.

Biofilm development is crucial in the lifecycle of bacteria and is tightly regulated with both spatial and temporal control. Bacteria growing in biofilms occupy a spectrum of growth states from rapidly-growing and active to slow-growing and dormant, due in part to their adaptation to local environmental conditions. Consequently, distinct microcolonies with clusters of bacterial cells may develop within the biofilm where cellular physiology is different from surroundings in terms of metabolic activity, secretion of EPS, and concentrations of nutrients, autoinducer, and antimicrobial agents. This intrinsic physiological heterogeneity of biofilms may contribute to the protection of cells. Previous experimental investigations have revealed that it is only subpopulations of bacterial cells that exhibit increased resistance, and may protect the biofilm from eradication for later resuscitation when nutrients or space become available. An increased understanding of the structural properties of these micro-environments within the biofilm, and their heterogeneous response to antibiotic treatment may shed light on the biophysical mechanisms of antibiotic resistance in bacterial biofilms.

Because of the challenging experimental measurements, and the dynamic nature of biofilms, computational modelling of biofilms is an important tool to investigate biofilm growth dynamics, and its response to external stresses like treatment with antibiotics. In this work,
an individual-based 3D computational cellular automata model is developed to investigate the biophysical mechanisms of antibiotic resistance in bacterial biofilms. The model is used to simulate biofilm growth dynamics, and quantify spatial heterogeneity in the cell population as a function of growth phase, space, and time in response to antimicrobial agents in the presence and absence of quorum sensing.

Biofilm growth is simulated within the confines of a rectangular box. The bottom surface (square with side 120 µm) represents the substratum upon which the biofilm develops. A continuously replenished nutrient reservoir is placed at the top at a constant distance from the substratum. The interface between the nutrient reservoir and the biofilm domain is termed the diffusion boundary layer (DBL). The space between the DBL and the substratum is discretized into cubical elements of volume 27 µm³ each. During the simulation, each element may be occupied by one or more of the following entities: (i) bacterial cell, (ii) EPS, (iii) nutrient, (iv) autoinducer, and (v) antibiotic. The simulation represents a time march in which the occupancy status of each element is updated at every time step. At time t = 0, six cells, termed colonizers, are placed into random elements atop the substratum. Simultaneously, nutrient diffuses across the DBL. Cells consume nutrient, and subsequently grow and divide, resulting in the formation of a contiguous multicellular population. At the end of each time step, the nutrient reservoir is shifted vertically upwards such that a pre-determined distance from the topmost cell in the biofilm is always maintained. To simulate behavioural variability, parameter values for individual bacterial cells were obtained by random draws from a uniform distribution with ±10% variation. The resulting aggregate behaviour of the biofilm is therefore emergent from the local interactions between the individual bacteria, and their surroundings, rather than being a model input — thereby allowing us to simulate the self-organized process of biofilm formation.

Biofilm development was simulated under varying bulk nutrient concentrations (1-8 g/l), in the presence and absence of quorum sensing. These results from causal modelling suggest that biofilms are comprised of at least three structurally distinct strata with respect to metabolic activity, growth phase, nutrient availability, and porosity: a high-biomass, low-heterogeneity section in the middle of the biofilm, sandwiched between two highly
heterogeneous low-biomass regions on the top and the bottom. Cell death occurred preferentially in layers in close proximity to the substratum, resulting in increased heterogeneity in this section of the biofilm; the thickness and heterogeneity of this lowermost layer increased with time, ultimately leading to sloughing. The model predicted the formation of metabolically dormant cellular microniches embedded within faster growing cell clusters. Biofilms utilizing quorum sensing were more heterogeneous compared to their non-quorum sensing counterparts, and resisted sloughing, featuring a cell-devoid layer of EPS atop the substratum upon which the remainder of the biofilm developed.

Since the model simulates spatiotemporal variability of biofilm constituents (such as biomass, EPS, nutrient, and signalling molecules), it may be instructive to correlate antibiotic-resistant of bacterial biofilms with the emergence of metabolically inactive cell clusters. In select runs, the biofilm was subjected to a continuous antimicrobial treatment for duration of 24 h, initiated after 64 h of growth. The minimum antibiotic concentration required to eradicate biofilms is first estimated, followed by estimation of largest antibiotic concentration that the biofilm is able to survive. These conditions are used to further investigate mechanisms of antibiotic resistance in biofilms. Small differences in the bulk antibiotic concentrations were amplified into much larger differences in local antibiotic concentrations to which cells are exposed.

These results indicate that small differences in the bulk concentrations of the antibiotic were amplified into much larger differences in local concentrations to which cells are exposed. This, in turn, triggers a transformation of certain cellular subpopulations from the dormant state to the metabolically active state, and that this transformation is a key mechanism of resistance, in the absence of quorum sensing. Biofilms associated with quorum sensing were more resilient to antibiotic treatment compared to non-quorum sensing strains, in part, due to the protective influence of exopolysaccharides matrix. Interestingly, under all conditions studied, a threshold antibiotic concentration was observed below which the biofilm lifetime was found to increase compared to the untreated biofilm. A clear understanding of heterogeneities at the local scale may be vital to solving the riddle of the persistence of biofilms to external stresses such as antibiotics. Overall, insights into these biophysical
mechanisms associated with the biofilm mode of growth may pave the way for novel therapeutic strategies to combat the antibiotic resistance of biofilms.

Advisor: Dr. Parag D. Pawar
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Chapter 1. Introduction

1.1 Motivation

Before the 1950s, it was believed that microorganisms inhabited the planet predominantly in a suspended and free-floating planktonic form. It is now widely accepted that most bacteria found in natural, clinical, and industrial settings reside primarily in biofilms. A biofilm is a structured community of microbial cells that is irreversibly attached to a surface and enmeshed in a self-produced protective matrix comprised of extracellular polymeric substances (EPS). Biofilms can form on a wide variety of surfaces, including living tissues, indwelling medical devices, industrial or potable water system piping, or natural aquatic systems. Biofilm formation is known to be one of the microbial survival strategies because it provides bacteria with important advantages, including, (i) sequestration to a nutrient-rich area (colonization); (ii) protection against toxins and antibiotics; (iii) utilization of cooperative benefits (community), and (iv) shelter from predation and deleterious conditions. During the last few decades, biofilm formation by bacterial pathogens has attracted much attention, mainly in the medical and food processing fields, due to its potential risks, including extreme resistance to antibiotics, persistence, and virulence factor production [1-5].

In nature, \( \sim 99\% \) or more of all bacteria are thought to exist as biofilms [6]. Biofilm formation is widely found in natural environments with water, and also in human diseases, especially in the patients with indwelling devices for the purpose of medical treatments [7]. With the progress of medical sciences, more and more medical devices and artificial organs are applied in the treatment of human diseases. However, as a consequence, infections associated with bacterial biofilms have become more prevalent. Biofilm-associated infectious diseases are now the second leading cause of death worldwide, causing \( \sim 17 \) million deaths every year [8]. In India, the infectious disease mortality rate is 416.75 per 100,000 persons and is twice the rate prevailing in the United States [9].
The important hallmarks of chronic biofilm-based infections are extreme resistance to antibiotics and an extreme capacity for evading the host defences [10]. For instance, Pseudomonas aeruginosa (P. aeruginosa) biofilms growing on a catheter irrigated with sterile artificial urine could withstand 1,000 µg/ml of tobramycin for 12 h, whereas planktonic populations were driven to eradication with 50 µg/ml within 6 hr of treatment [11]. Recent evidence suggests that the minimum biofilm eradication concentration (MBEC) of antibiotic required for biofilm-associated bacteria is ~100-150 fold higher compared to their planktonic counterparts [2, 12-14]. It has become increasingly difficult to discover new and effective antibiotics when those more prevalent in nature have already been discovered. As a result, today — many decades after the first patients were treated with antibiotics — bacterial infections have re-emerged as a key public health threat. Such infections often result in an increased number of hospitalizations, more treatment failures and the persistence of drug-resistant pathogens. Thus, a comprehensive understanding of biofilm development and survival mechanisms of clinically relevant microorganisms is highly desirable to reduce the risk of biofilm-related infections.

Over the last decade, much progress has been achieved in studying the growth-stage-specific physiology which may be important in detecting and controlling biofilms. Depending on local nutrient availability, within hours to days after the initial irreversible adhesion, the cell clusters progressively become stratified. Colonies then go on to form elaborate, heterogeneous structures with voids, and water channels [15]. A key factor in the efficiency and robustness of biofilms is their spatial organization [16]. A range of factors have been suggested to influence biofilm structure, including cell death [17], hydrodynamic shear [18, 19], quorum-sensing [20], and detachment [19].

Biofilms are known to employ a complex communication system — termed as quorum sensing (QS) — used to coordinate collective group behaviors based on population density. Bacterial cells constantly produce signaling molecules called autoinducers. At sufficiently high population densities, these signalling molecules reach threshold concentrations, leading to the upregulation or activation of genes involved in the production of EPS, and of toxins [21-23]. Each cell is in one of two states — up-regulated or down-regulated — between which it can
instantaneously switch, depending on the local autoinducer concentration [24]. Cells exhibiting enhanced EPS production in the presence of autoinducer molecules are said to be up-regulated. The EPS matrix provides several functional purposes for the biofilm, such as protecting bacteria from environmental threats, providing mechanical stability, and degrading macromolecules to be used by the cells [25, 26].

Microorganisms growing within biofilms display features distinct from their planktonic counterparts [1]. The more evident features common to all observed biofilms include genetic features and biophysical and cellular features [27]. Bacteria growing in biofilms are known to express genes different from those of planktonic cells. Expression of specific genes may allow biofilm bacteria to actively adapt to, and survive, external stresses such as, antimicrobial exposure [28-30]. These genetic features attribute resistance of the biofilm to antibiotic tolerance at the single-cell level [31].

Besides the genetic responses of biofilm microbes to external stresses, bacterial population displays multiple phenotypes with different functions during biofilm formation, due in part to their adaptation to local environmental conditions. They occupy a spectrum of growth states from rapidly growing and active to slow-growing and dormant [32]. Consequently, distinct microcolonies with microorganisms aggregated in clusters may develop within the biofilm where bacterial physiology is different from surroundings in terms of cell metabolic activity, EPS synthesis, concentrations of nutrient, and stress response. This intrinsic physiological heterogeneity inherent in the biofilm structure may contribute to the protection of cells. Experimental evidence suggests that it is only certain subpopulations within biofilms that show greatly increased phenotypic resistance to treatment, whereas the remaining cells exhibit sensitivity [29, 33]. The biophysical mechanisms underlying spatially non-uniform response of biofilms to antimicrobial treatment remain incompletely understood. A systematic investigation of the structural properties of these microcolonies within the biofilm, and their response to antibiotic treatment may shed light on the biophysical mechanisms of antibiotic resistance.
Because of the challenging experimental measurements and dynamic nature of natural biofilms, computational modelling of biofilms is an important tool to investigate the biophysical mechanisms of antibiotic resistance in bacterial biofilms. A computational model translates the conceptual understanding of the biofilm system into mathematical terms, usually by combining the important processes involved, and provides a qualitative as well as quantitative information about biofilm properties that are of interest, such as cell counts, cell viability, biofilm morphology and EPS structure, nutrient distribution, signalling molecules distribution as well as spatio-temporal variations in cellular metabolism during biofilm growth. In addition, in an experimental setting, it is difficult and sometimes challenging to separate the effects of different potential causes, e.g. to distinguish between shear induced and quorum sensing induced dispersal. In a mathematical modelling setup, it is easier to isolate particular aspects of a system. In this work, an individual-based 3D computational cellular automata model has been developed to simulate biofilm growth, and quantify heterogeneity as a function of growth phase, space, and time in response to antimicrobial agents, in the presence and absence of quorum sensing.

1.2 Scope of the work

Several models have successfully described the autonomous formation of tertiary macrostructures in bacterial biofilms [34-36], including the effects of EPS on biofilm structure [37]. These can be broadly classified into two categories: continuum models [34, 38, 39], and individual based models [40, 41]. In continuum models, the biofilm is considered to be a continuous medium, with porosity, surface shape, and density as input parameters. In contrast, individual based models treat bacterial cells as individual units with their own states, thereby allowing for variability between individual behaviours with respect to their growth rates, nutrient uptake rates, local nutrient concentration, signalling molecule production, up-regulation and down-regulation states, and EPS production. Consequently, chemical and structural heterogeneities within the biofilm emerge as a result of the actions and interactions of the cells with each other, and with the surrounding environment, rather than being a model input [40].
In earlier models, the cell density is assumed to be constant, thereby neglecting biofilm expansion that results from the production of new cells, and shrinkage caused by cell death and detachment. Recently, attempts have been made to use deterministic continuum models of quorum sensing in biofilms [42, 43]. Such models neglect the stochastic nature of the up- and down-regulation processes, and are unable to account for local heterogeneities in microbial subpopulations. However, to date, a single, comprehensive mathematical model that captures the interplay of all the above mentioned factors has not been developed. Equally importantly, a systematic analysis of the local structural and chemical heterogeneities in the biofilm interior has not been performed. An analysis of the spatial heterogeneity in bacterial growth rates could shed light on mechanisms of the emergence of dormant microcolonies containing cells that are potentially antibiotic-insensitive.

The goal of this study was to investigate the influence of the biophysical mechanisms of the biofilm mode of growth on antibiotic resistance, when each individual cell itself is not necessarily tolerant to antibiotics. I also wished to correlate the inherent spatial heterogeneity of biofilms at the cellular level to their heterogeneous response to treatment. Consequently, in this model, each bacterium is modelled as an independent entity, allowing us to monitor structural and chemical heterogeneities in the biofilm and in its response to treatment as a function of time and space.

To simulate behavioural variability, parameter values for individual bacterial cells were obtained by random draws from a uniform distribution with \pm 10% variation. The resulting aggregate behaviour of the biofilm is therefore emergent from the local interactions between the individual bacteria, and their surroundings, thereby allowing us to simulate the self-organized process of biofilm formation. Biofilm development was simulated under varying bulk nutrient concentrations (1-8 g m\(^{-3}\)), in the presence and absence of QS. The simulations show that nutrient limitation, in the absence of genetic triggers, can account for the formation of microenvironments containing dormant, low-activity cells surrounded by high-activity ones.
Since the model simulates spatiotemporal variability of biofilm constituents (such as biomass, EPS, nutrient, and signalling molecules), it may be instructive to correlate antibiotic-resistant of bacterial biofilms with the emergence of metabolically inactive cell clusters. In select runs, the biofilm was subjected to a continuous antimicrobial treatment ($C_{ab,bulk}$ ranging from 15 to 60 gm$^3$) for duration of 24 h, initiated after 64 h of growth (cell number $\sim 10,000$). The minimum antibiotic concentration required to eradicate biofilms is first estimated, followed by estimation of largest antibiotic concentration that the biofilm is able to survive. These conditions are used to further investigate mechanisms of antibiotic resistance in biofilms. Small differences in the bulk antibiotic concentrations were amplified into much larger differences in local antibiotic concentrations to which cells are exposed.

During the initial stages of treatment, the proportion of the fast-growing, metabolically active subpopulation decreases due to exposure to the antibiotic. This results in an increase in the nutrient availability to the dormant cells in the inner regions of the biofilm. I propose that this triggers a transformation from the dormant state to the metabolically active state, and that this transformation is a key mechanism of resistance.

Biofilms associated with QS-positive strains were more resilient to antibiotic treatment compared to non-QS strains, due to the protective influence of EPS. Interestingly, under all conditions studied, a threshold antibiotic concentration was observed below which the biofilm lifetime was found to increase compared to the untreated biofilm. Overall, insights into these biophysical mechanisms associated with the biofilm mode of growth may pave the way for novel therapeutic strategies to combat the antibiotic resistance of biofilms.

1.3 Thesis objectives

The goal is to answer the following specific questions:

(i) Can physical processes like nutrient starvation and localized cell death account for the formation of metabolically inactive microcolonies in biofilms, in the absence of genetic triggers?

(ii) How does quorum sensing – and the associated EPS production – influence the structural heterogeneity of the biofilm?
(iii) Do local physiological and chemical heterogeneities in the biofilm influence the spatially heterogeneous antibiotic resistance in the absence of genetic triggers?

(iv) What role does EPS play in the heterogeneous response of the biofilm to antibiotic treatment?

(v) What roles do biophysical and cellular processes play in enhanced biofilm formation in response to treatment with sub-lethal doses of antibiotics?

1.4 Thesis overview

In chapter 2, physics related to biofilm formation process, and growth dynamics are introduced. In addition, a comprehensive literature on experimental investigations on the heterogeneous response of biofilms to antibiotic is presented. Factors such as, influence of nutrient conditions, quorum sensing, EPS production, spatial heterogeneity, and subminimal biofilm eradication concentration (sub-MBEC) of antibiotic have been considered. Further, an overview of the computational models (individual-based and continuum models) used to predict biofilm behaviour and antibiotic resistance mechanisms are included.

In chapter 3, a detailed description of the geometry and sub-domains of the model biofilm system, and the biological processes implemented is provided. In chapter 4, findings pertinent to the effects of nutrient concentration and cell-cell signalling on the formation and development of biofilm are presented. Chapter 5 deals with the biofilm antibiotic resistance mechanisms; in particular the influence of sub- inhibitory concentration of antibiotic and spatial heterogeneity on reduced susceptibility is described. Suggestions for future work are presented in chapter 6.
Chapter 2. Literature Review

2.1 Biofilm formation and growth dynamics

The process of biofilm formation in response to external stresses occurs through a series of events leading to adaptation of bacteria to distinct environmental conditions. Biofilm formation is a dynamic self-assembly process in which free-floating bacterial cells undergo specific changes after anchoring to a stationary substratum, thereby mediating the spatial and temporal reorganization of the bacterial cells (Figure. 2.1) [30, 44].

Bacteria growing in biofilms differ from their planktonic counterparts in terms of generation of EPS matrix, cell migration, subpopulation differentiation and interactions, and the up- and down-regulation of specific genes [3]. Biofilm processes which are physical, chemical, and biological in nature, occur over a broad range of time scales. While the characteristic time for the transport of nutrients is on the order of milliseconds, some other crucial developments, such as bacterial cell growth, division, death and detachment, take place over the course of hours to days [30].

Figure 2.1. Stages of biofilm formation: (1) initial attachment, (2) irreversible attachment, (3) maturation, and (4) dispersal.
The process of biofilm formation involves the following stages: (1) attachment of free floating cells to a substratum, (2) colony formation, (3) 3D structure formation and maturation, and (4) detachment [30].

2.1.1 Attachment

During initial attachment, free-floating bacteria attach to 1) physical surfaces, or 2) biological tissue, or 3) surface attached microbes via the locomotor structures present on cell surfaces such as flagella, pili, fimbriae, or proteins. This initial attachment is reversible, since some viable cells detach during this stage or attach only briefly [45].

2.1.2 Colony formation

Next, adhering bacteria become irreversibly attached through strong dipole–dipole forces, covalent ionic bonding, and hydrophobic interactions. Bacteria adsorbed on the substratum consume locally available nutrients and form into small colonies which are tens or hundreds of microns in diameter [46]. Formation of these small colonies leads to chemical communication between cells, termed QS. This further stimulates EPS synthesis [47]. QS is a system of stimuli to co-ordinate gene expression with other cells, and responses related to the density of their local population. EPS encapsulates the bacterial cells, forming a physical barrier, and shelters the microbial community from harsh external conditions, like antibiotic therapy [48].

2.1.3 3D structure formation and maturation

In the next stage of biofilm development, expression of biofilm-specific genes occurs. In time, by continual cell division and EPS production, a contiguous multicellular population evolves into complex and heterogeneous 3D structures. These structures typically exhibit mushroom-shaped architecture, filaments, and finger-forms with voids and water channels. Researchers have proposed that these water channels are like circulatory systems, distributing different nutrients to the cells in the micro-colonies of the biofilm [49].

2.1.4 Detachment

Lastly, dispersal of single cells or sloughing of cell clusters is believed to be crucial for the spreading of bacteria to new infection sites in the human body. Detachment events can lead
to the acute exacerbations observed in persistent, chronic infections. For instance, the dispersal of biofilm population provides to *P. aeruginosa* an opportunity to colonize new zones or niches and, thus, perpetuate infection, particularly ventilator associated pneumonia [47, 50].

Biofilm accumulation is determined by the balance of attachment, growth, and detachment processes. Some cells actively detach from the biofilm matrix as free-floating bacteria and they may adsorb on new surfaces and form biofilms in new environmental niches. While occurring continually at low levels, dispersion of biofilm population is thought to be induced as a response to environmental changes including nutrient limitation, low oxygen levels, and alterations in pH. The developmental life cycle comes full circle when dispersed biofilm cells revert to the planktonic mode of growth [15].

2.2 Bacterial growth dynamics and antibiotic resistance mechanisms

2.2.1 Nutrient concentration

Several experimental investigations have shown that growth of microorganisms in a nutritionally limiting environment is known to promote the transition from a planktonic to a surface-attached multi-cellular community, while nutritionally-rich environment tend to produce biofilms that are thicker and denser [51, 52]. Paul Stoodley’s group visualized growth of discrete cell clusters in mature *P. aeruginosa* biofilms by using digital time-lapse microscopy. They have demonstrated that a biofilm could change its morphology from flat ripples and streamers to densely packed mound-like structures when the nutrient concentration was increased tenfold. These more densely packed *P. aeruginosa* and *Pseudomonas putida* biofilms formed at high nutrient concentrations had a greater tendency to slough off the substratum than did the ripples and streamers formed at lower concentration [53, 54]. It is possible that as more nutrients accumulate, more biofilm cells are produced and the conditions become unfavourable for interior cells due to concentration gradients within the biofilm, eventually resulting in detachment of the biofilms at high nutrient levels. At the other extreme, Stoodley also showed that the rate of detachment of cells from *Aeromonashydrophila* biofilm was also increased by nutrient limitation [55]. So
perhaps either too much or too little nutrient predisposes to detachment. Nevertheless, there is ample experimental evidence supporting that, at least in vitro, nutrient conditions and detachment are associated [52, 55, 56].

Detachment stage is characterized by the observation of bacterial clusters that move away from the biofilm core leaving hollow structures or voids [52]. Formation of cavities or voids that determine the sloughing process exists due to insufficient nutrient concentration at the bottom interface to maintain bacteria alive. Thereby active cells atop may lose contact with the substratum and slough off. Several recent studies have reported that nutrient starvation induced cell death inside biofilm plays a key role in the differentiation and dispersal of surviving biofilm cells [57, 58].

Experimental evidence using Acinetobacter baumannii as a model strain shows that the nutrient concentration influences adherence ability and morphology of the microorganism. Initially, reduced nutrient concentration promoted the development of small cocci, which formed the biofilm. Subsequent increases in nutrient levels resulted in division and the production of rod forms, which spread over the surface [59]. All these studies imply that, modification of nutrient levels is important to prevent biofilm formation of clinically important pathogens.

Furthermore, the role of nutrient availability in determining the local spatial heterogeneity in metabolic activity of microorganisms in biofilms was also presented. For instance, stratified patterns of growth were shown in P. aeruginosa biofilms. Active and fast growing cells in mature P. aeruginosa biofilm were restricted to a narrow band in the part of the biofilm adjacent to source of nutrient, while inactive and not growing cells due to nutrient starvation were restricted in the biofilm interior [60]. Even in the very early stages of biofilm growth, heterogeneity in growth rates which emerge from (and influence) spatial gradients in nutrient concentration have been shown [61]. Interestingly, such physiological heterogeneity has implications for microbial ecology and for understanding the reduced susceptibilities of biofilms to antimicrobial agents. Several recent papers have reported the relationship between physiological heterogeneity of growth and reduced susceptibility [60, 62]. For
example, while studying the properties of antibacterial resistance in detached large cell cluster or in stationary-state biofilms starvation induced dormancy is the common underlying mechanism for protection against biocides [63]. In thick P. aeruginosa biofilms, cells are physiologically distinct spatially, with cells deep in the biofilm in a viable but antibiotic-tolerant slow-growth state [64].

Collectively, these experimental investigations have shown the direct influence of nutrient accessibility on growth dynamics and physiological heterogeneity of growth within a biofilm. A more clear analysis of impact of nutrient concentration on the formation of inactive microcolonies that show significant resistance to treatment is crucial to discover new approaches to control biofilm formation in both medical and industrial settings.

2.2.2 Quorum sensing

Bacterial cells growing in biofilms “talk” with each other by releasing, sensing and responding to small diffusible signal molecules called autoinducers (AIs) to regulate their cooperative activities and physiological processes through a mechanism called QS. AIs accumulate in the environment as the bacterial population increases, and cells monitor this information to track changes in their number and collectively alter gene expression. QS controls genes that direct activities that are beneficial when performed by group of bacteria acting in synchrony [65]. Activates controlled by QS include biofilm formation in several opportunistic pathogens, EPS synthesis in P. aeruginosa [66, 67], induction of virulence factors in S. aureus [68], sporulation in Bacillus subtilis, competence development in Staphylococcus mutants, and bioluminescence in Vibrio cholera biofilms [23, 69, 70].

Cells in states of high and low AIs production described as being up-, and down-regulated, respectively. Each cell is in one of two states – up-regulated or down-regulated – between which it can instantaneously switch. In an up-regulated state they typically produce the signalling molecule at increased rate compared with down-regulated state. Up-regulated sub-population can spontaneously down-regulate, and it results in low levels of gene expression. The switch-over from up-regulated state to down-regulated state and/or vice versa occurs in response to local autoinducer concentrations [22]. For instance, the net result
of quorum sensing regulatory cascade in mature biofilm of S. aureus is up-regulation of secreted virulence factors such as α-toxin, and down-regulation of surface virulence factors, such as protein A [71].

The positive correlation between quorum sensing and EPS, and EPS interactions with the physio-chemical environment of clinically-relevant bacteria has brought together a large group of biologists interested in bacterial group dynamics. For instance, in a Pantoea stewartii biofilm, approximately ten-fold increase in EPS production per up-regulated cells than down-regulated cells upon quorum sensing induction was discovered by the experiments in [72]. The EPS matrix is responsible for the integrity of the three-dimensional structure of biofilms, cementing cells together and onto substratum [73]. Biofilms produced by quorum sensing and quorum sensing mutant of P. aeruginosa strain, have been used to determine the role of polysaccharides in biofilm development. Fluorescent micrographs of two biofilms revealed that the quorum sensing controlled biofilms were much thicker than those of the quorum sensing mutant [74]. Staining with alcian blue used to bind polysaccharides, quorum sensing P. aeruginosa cells appeared to be embedded in an EPS matrix; where most bacterial cells were at the top layers, whereas the bottom layers occupied predominantly with polysaccharides. The quorum-sensing-deficient mutant biofilms were closely packed with cells only [47].

Furthermore, the EPS matrix also provides protection for the biofilm cells from deleterious environmental conditions like antibiotic therapy. Recent findings from [25] suggested that EPS harvested form Acinetobacter baumannii biofilms act as a “universal protector” by inhibiting tobramycin activity against bacterial cells regardless of species. By using fluorescent labelling of antibiotics, alginate was shown to shield biofilm population from effective killing by hindering the diffusion of tobramycin at the periphery. Studies of EPS-producing (mucoid) and non-EPS producing (non-mucoid) S. aureus biofilms found that the mucoid strain exhibited profound resistance to aminoglycosides [75]. The mucoid phenotype P. aeruginosa isolated from the lungs of CF patients found to overproduce alginate. The contribution of QS regulated EPS production to biofilm architecture and resistance have been shown to vary depending on specific growth stages during biofilm formation [76]. However,
the exact mechanism of the EPS-antibiotic interaction is still unclear; with some investigations supporting non-charge-based interactions [77] while others supporting an ionic interaction [78]. The inhibition of quorum sensing by using quorum sensing inhibitors (QSI) to potentiate the effect of existing antimicrobial agents is an encouraging alternative to the development of new antibiotic formulations. QSI Hamamelitannin increases the antibiotic susceptibility of S. aureus biofilm towards vancomycin by affecting EPS synthesis [79].

Collectively, these experimental investigations highlight the role of quorum sensing signalling in EPS production in biofilm formation, and involvement of EPS in reduced susceptibility of biofilms. However, bacteria growing within biofilms are physiologically heterogeneous, in part because of their adaptation to existing chemical concentration gradients. Heterogeneity in growth rates within biofilms emerge from nutrient concentration gradients can result in spatial gradients in quorum sensing signalling and EPS synthesis. Importantly, spatial gradients in signalling molecule production parallel this heterogeneity in EPS, may play a role in heterogeneous response of the biofilm to antibiotic treatment. Therefore, investigations about the impact of quorum sensing, and the associated EPS production on structural heterogeneity of the growing biofilm under different nutrient conditions, and conversely role of EPS in the heterogeneous response of the biofilm to antibiotic treatment is required.

2.2.3 Spatial heterogeneity

A major challenge in biofilm research is the intrinsic heterogeneity in the biofilm structure, such as non-uniform distribution of the biomass, nutrients, and intercellular signalling, which leads to temporal and spatial variation in microbial metabolism and gene expression. Interestingly, previous investigations have shown that phenotypic variation of bacterial community could contribute to increased antibiotic resistance of biofilms [62, 80, 81]. On the other hand, important features associated with biofilm growth mode including, expression of genes involved in the general stress response [82], induction of biocide efflux pumps [83], and adaptive stress response [84] could also confer resistance to antibiotics [31]. However, since combinations of these features are at work, it is still difficult to fully understand the mechanisms of biofilm resistance to antibiotics.
Expression of specific genes may allow biofilm bacteria to actively adapt to, and survive, external stresses such as, antimicrobial exposure. For instance, the dervB and tssC1 locus has been identified as P. aeruginosa biofilm-specific antibiotic resistant genes [85]. In response to antibiotic therapy, induction of biocide-efflux pumps contribute to the transition of biofilm cells to a relatively protected and distinct phenotype. For example, it has been demonstrated that expression of MexAB-OprM pump differs among P. aeruginosa biofilm populations, being maximum in cells located near the substratum, exhibit increased resistance to aztreonam, gentamycin, tetracycline, and tobramycin [86]. These genetic adaptations contribute to resistance of individual-bacteria growing in biofilms.

Besides the genetic responses of biofilm microbes to external stresses, physiological heterogeneity in biofilm subpopulation considered as one of the important adaptive mechanism of P. aeruginosa species within airways of lungs in patients with cystic fibrosis [50]. During recent years, the experimental investigations that are used to visualize microscale heterogeneity within biofilms have advanced greatly. For instance, selective green fluorescent protein (GFP) labelling P. aeruginosa biofilm cells shown that - cells at the top of the biofilm were rapidly-growing had high mRNA content, while mRNA levels for slowly-growing cells were low due to long-term anoxia [62]. Similarly, authors in [87] found that energy status of living cells -- based on adenylate concentration-- continuously changed all over the biofilm, indicating that metabolic functioning of cells within the spatially structured community exhibit heterogeneity. Spatial and temporal stratification in bacterial respiration and protein synthesis can also occur as a response to chemical gradients. For example, chemical concentration gradients of the nutrients in Klesbsiella pneumoniae and P. aeruginosa biofilms have been experimentally demonstrated by microelectrode technology. Nutrient concentration decrease at the bulk-liquid-biofilm interface, and get further depleted in the biofilm interior or near substratum [88].

Using tools such as the scanning electron microscope and, more recently, the confocal laser scanning microscope, biofilm researchers now confirmed the presence of spatially scattered antibiotic sensitive subpopulations within biofilms. For instance, antibiotic tobramycin specifically killed cells at the outer portion of the P. aeruginosa biofilms, while other biocides
including, colistin, sodium dodecyl sulfate, and gallium were effective on cells in the interior portion. Antibiotics that are known to effective against metabolically active cells actually interfere with fundamental physiological processes of bacterial cells, such as replication or translation. In stark contrast, biocides effective against metabolically inactive cells actually interfere with bacterial membrane structure and function, while active cells at the outer layer of the biofilm survive the treatment due to their ability to induce adaptive stress response associated with molecular system [89]. By using selective GFP labelling and cell sorting techniques, authors in [90], shown that cells at the bottom of the thick P. aeruginosa biofilm are in a slow-growth state and had reduced sensitivity to the antibiotic ciprofloxacin. Along the similar lines, a study of a dose-response killing of P. aeruginosa biofilms by the quinolones, ofloxacin and ciprofloxacin showed that the most of the cells were effectively killed by low concentrations of antibiotics, which is not much different from what was observed with planktonic cells. However, after an initial 3-to 4-log drop of bacterial cells in biofilm, a further increase in antibiotic concentration had zero effect on killing [91].

Taken as a whole, these experimental investigations reveal that it is only subpopulation of the cells that have increased resistance and protect biofilm from killing for later resuscitation when nutrients or space become available. While spatial heterogeneity in the biofilms is clearly important to selection of therapy for biofilm-related infections, little information is available on the way in which local environmental conditions influence the spatially heterogeneous antibiotic resistance? Because biofilms constitute a privileged way of life for bacteria, a clearer understanding of the processes involved in their marked resistance to disinfectants is of crucial importance for their control. Specifically, it is important to determine the role of limiting nutrients in the establishment of physiological gradients in the absence of genetic triggers to understand mechanisms of recalcitrance.

2.2.4 Subminimal biofilm eradication concentration (sub-MBEC)

Consider the empirically derived minimal biofilm eradication concentration (MBEC): according to National Committee for Clinical Laboratory Standards (NCCLS) guidelines, MBEC is the lowest concentration of an antimicrobial agent that results in the lowering of the number of live cells by ≤99.99% after an overnight incubation under growth conditions [92]. Though sub-MBEC of antibiotics can inhibit biofilm formation, it is known that they
are not able to kill bacteria. On the other hand, numerous studies have found that, when present at concentrations below the MBEC, antibiotics can significantly induce biofilm formation in a variety of bacterial species in vitro [93-95]. This process may have clinical relevance because bacteria are exposed to low concentrations of antibiotics at the beginning and end of the dosing treatment or in case of continuously low doses therapy.

Subminimal biofilm eradication concentration of antibiotics namely, tobramycin, tetracycline, and norfloxacin caused significant increase in the expression of genes — up to 7% of 555 genes in genomic array — relevant for colonization and further stress response of P. aeruginosa biofilms [96]. Biofilms became stronger instead of weaker when resistance is challenged with sub-MBEC. For instance, the cell wall-active antibiotics cephalothin and cephalixin [97, 98], and the protein synthesis inhibitor linezolid [99] at sub-lethal concentrations, usually ≤ 1/2×MBEC, enhanced S. aureus biofilm formation as much as 4-times on medical devices and tissues. Moreover, it is possible that enhanced biofilm formation by cells in response to sub-lethal concentrations of antibiotic may foster genetic exchange between cells and contribute to the spread of genes encoding resistance to antibiotics. The study in [100] showed 1/4 MBEC of β-lactams induced alg gene that results in 10-fold increase in EPS synthesis, which in turn results in biofilm persistence, and extremely difficult to eradicate, even with very aggressive antibiotic therapy.

The outcome of above summarized studies suggests that sub-MBEC of biocides use leads to the adaptation and development of resistant bacterial population resulting in treatment failure, extended periods of hospital care, increased costs of medication, and increased morbidity. Therefore, stress the importance of maintaining effective bactericidal concentrations of antibiotics to fight biofilm-related infections is necessary. In addition, physiological heterogeneity may play a key role in induced biofilm formation and resistance in response to treatment with sub-MBEC. Importantly, earlier studies also highlight the need to investigate the reasons for survival of biofilms in response to sub-MBEC treatment of antibiotics may help delineate biophysical mechanisms of antibiotic resistance.
2.3 Mathematical models of bacterial biofilms

Parallel to experimental investigations, increasingly complex mathematical models and simulations continue to be developed to explain the formation, development, structures, and interactions of biofilms. The ability to perform in situ visualization of individual microcolonies within a biofilm has fuelled the creation of biofilm models that reproduce biofilm growth dynamics and interactions. Due to the challenging experimental measurements and dynamic nature of natural biofilms, mathematical modellers are trying to explain the physical and biological mechanism to determine how biofilm grow and how they contribute to increased antibiotic resistance by numerical simulations. Moreover, the flexibility offered by modelling and because of the potential to integrate a multitude of processes into a single computational unit, mathematical modelling is becoming a more important tool in biofilm research. Mathematical framework that describes bacterial biofilms formation over the past years have greatly contributed to our understanding of physio-chemical and biological principles of biofilm spreading dynamics, which are take place across a broad range of time and length scales [41, 58, 101].

Modelling studies come in many forms which range from simple 1-D correlations to sophisticated 3-D algorithms that describe how a biofilm develops. Starting in the 1970s, couple of mathematical models were implemented to understand the growth source utilization for biomass growth and mass transport, namely diffusion. The important idea of these earlier models was to explain processes that generate chemical gradients emerge within the microcolony of single growth-limiting substance. Although these investigations presumed the simple geometry and homogenous biomass distribution, they revealed the key phenomenon that local nutrient availability in the biofilm interior decrease over time. The models have taken averaged nutrient gradients are in 1-D, perpendicular to the solid support on which the biofilm is allowed to grow [102, 103]. In the 1980s, models expanded to include heterogeneous distribution of different species biomass inside the biofilm, but these models continued with 1-D geometry [104]. A key idea behind these models was to elucidate the overall flux of nutrient and metabolic products through liquid- biofilm interface.
The visualization of 3D features of biofilms in recent years using advanced fluorescence laser scanning microscopy has elicited the development of sophisticated and computationally-intensive models in which the 3D complex structures of the bacterial clusters are simulated. Starting in the 1990s, mathematical models are being developed to investigate the influence of physical, chemical, and biological factors that drive the formation of 2D and 3D biofilm structures. Thus, all features can be quantified in multi-dimensional space, as well as time and generate realistic complex physical and ecological structures [36, 58, 105, 106].

The heterogeneity of biofilm structure and the interdependence of physical, chemical and biological processes occurring at different time and space scales make mathematical modelling of biofilm growth and structure a special challenge for researchers. Although there are many different ways of relating mathematical models to natural systems, biofilm models are mainly divided into two main categories: Continuum models and Individual based models. Individual-based and continuum models differ in the approach used to handle biomass.

2.3.1 Continuum models

Despite the fact that continuum models generate results in agreement with experimental observations, continuum approach present the biomass distribution globally rather than the micro-structure [38, 39, 107, 108]. In this approach, local changes in biomass are averaged into a continuum body, thus behaviours of all individuals are evaluated according to same rules based on methods like volume averaging are used instead of the individual cell representation. Since, continuum models do not take directly into account the behaviour of individual microorganisms as they treat biomass as a unicum, based on population-averaged behaviour of different properties. Therefore it is difficult to maintain and measure physiological heterogeneity of the bacterial cells growing within biofilm.

Because of the dependence of biofilm structure features on biomass growth, division, and detachment, a robust computational model requires the ability to predict population behaviours at single cell resolution.
2.3.2 Individual based models

In contrast to continuum modelling approach, the individual based approach seems to be very appealing to microbiologists because it allows individual variability and, by treating bacterial cells as the fundamental units with their own state and behaviour [40, 109]. Consequently, structural and chemical heterogeneities within the biofilm emerge as a result of the actions and interactions of the cells with each other and with the surrounding environment, rather than being a model input. Thereby, it allow variability between individual cell behaviours with respect to their growth rates, nutrient uptake rates, local nutrient concentration, signalling molecule production, up-regulation and down-regulation states, EPS production, and antibiotic concentration fields etc. [106]. In order to determine the increasing resistance of bacterial biofilms towards antibiotic agents, it is important to understand this physiological heterogeneity.

The benefit of using individual based approach can account for individual cells behaviour to their environmental conditions, so the evolution of the whole system arises from the dynamics that govern each cell rather than imposed precondition. In addition using individual based approach, more local rules are easily added to understand more processes, such as sloughing and cell death, biomass heterogeneous nature, and local chemical concentration gradients across the biofilm. Such local rules motivated from biological principles, instead of analysis from a mathematical and physical framework. Therefore, during the last decade, the IbM approach has been widely used to predict several structural features of microbial biofilms and the results match experimental observations [41, 110, 111].

2.4 Modelling of biofilm structures

Several biofilm growth models have been introduced to predict the effects of various processes such as, cell death, detachment, and chemical gradients on biofilm development. It has been shown that actively growing biofilms develop steep nutrient gradients within the interior resulting in cell death and sloughing of large sections of the biofilm. These nutrient gradients cause the formation of two distinct regions of cell growth activity within the developing biofilms: metabolically active and inactive cells. This metabolic heterogeneity in growth rates arise due to nutrient consumption by cells located on the periphery of biofilm colony and
decreased diffusion of nutrients through the biofilm starve cells located in the interior [58, 106, 111]. While, this spatial physiological heterogeneity of growth within biofilms is known to decrease susceptibility of bacteria to antibiotics, but as yet biofilm models have not advanced any further to incorporate such new information. In addition, those two models, have focused on 2D model of the biofilm, data obtained from which may not be physiologically relevant. Because a 2D geometry probably misses out the following morphological features of biofilm: areal porosity, horizontal diffusion gradients. Also the biomass contact rules in 2D system overestimate the rate at which detachment events will occur. In the context of generating biofilm structures that better reflects a more realistic distribution of bacteria, the 3D geometry appears to be better choice for accurate quantification of biofilm morphological features, like biomass, thickness, and diffusion coefficients etc.

The individual based approach introduced by Kreft et al. [109] has been used later to test several evolutionary and ecological hypotheses. Recently, 3D individual based models have been developed to investigate the influence of localized cell death [58], biomass detachment mechanisms [111], and concentration profiles [110] on biofilm growth dynamics and morphology. However, these models focus much more on specific aspect of physical processes than intercellular processes (cell-cell communication/QS, EPS production). Representing EPS as individual particulate entity allow simulating different types of matrix components, such as DNA or proteins that are possibly produced by bacteria.

In 2006, Anguige, King, and Ward developed a 1D deterministic continuum biofilm growth model which included EPS production as a function of quorum sensing signalling molecules during initial stages of biofilm growth under slow flow regimes [112]. Thereafter, a 2D deterministic continuum models investigated the influence of quorum sensing on architecture of the biofilm in hydrostatic environment, where EPSs not clearly included but implicitly subsumed in the variables that describe bacterial biomass [108] The QS biofilms rapidly change from a state of cell growth to a state of EPS production; in other words, quorum sensing is used as a signal for the biofilms to switch from a colonization mode to a protection mode [107].
QS process is first included in an IBM by Nadell [22] - this deterministic model suggested that repressing EPS secretion facilitate QS biofilm dispersal. Recently, a 2D deterministic individual based model is used to reproduce all the stages of Bacillus subtilis biofilm formation observed in laboratory experiments, but the model assumed that, transition from the non-matrix producer to the matrix-producer phenotype is irreversible [41]. Since biofilm population density modifies the nature of QS process which cannot be captured by the simplicity of a deterministic models, new theoretical approaches with stochastic nature in cell switch between up and down regulation is necessary.

However, to date, a comprehensive 3D model that describes the effect of physiological heterogeneity and QS on biofilm growth dynamics with the aim of elucidating reduced susceptibility of biofilms growing in various nutrient conditions has not been investigated yet.

2.5 Modelling antibiotic resistance

Many 1D and 2D mathematical models have been developed to simulate and elucidate the increased antimicrobial resistance of microbes in biofilms [35, 113-118]. It has been suggested that nutrient limitation in biofilm results in diminished bacterial growth rate and this physiological change account for the reduced susceptibility to antibiotic agents. Using a deterministic mathematical model, Szomolay and colleagues have shown that reaction-diffusion-limited penetration of antibiotic allow transition of bacteria in deeper portions of thick biofilm to adapted physiological state, which is highly resistant state to the antibiotic [114]. However, these models assumed that biofilm neither grows nor detaches, and biofilm geometry is a flat slab with constant total cell density. This simplification is insufficient in the cases of sub-MBEC antimicrobial agents or abundant availability of nutrients or other growth promoters e.g. oxygen for aerobic biofilms.

During last two decades, numerous computational models have been implemented and concluded that antibiotic resistance is modulated by multiple factors, including, persisters, nutrient starvation, antibiotic concentration, and neutralization of antibiotic. Persisters are a small fraction of quiescent bacterial cells that survive lethal antibiotics or stresses but can regrow under appropriate conditions. Mark E. Robertset al.'s developed a 1D model to
investigate the biofilm survival upon antibiotic challenge due to ‘persisters’. Fraction of persister cells are increased in nutrient-limited region and associated with reduced susceptibility [117]. The rate of killing by the antibiotic is assumed to be proportional to the local metabolic activity of cells. Zones of no growth or zero metabolic activity are found within the biofilm due to nutrient limitation and subsequently scattered and assorted spatial patterns of killing occurred. The model is later included a hypothetical damaged cell state, which is nonviable but still consume nutrient [118]. Cogan, Cortez, and Fauci predicted the influence of antimicrobial agent concentration and different dosing strategies on biofilm resistance using 2D model. This model showed that exposing the bacterial clusters to low antibiotic concentration for longer time is profoundly effective than short time dosing with high concentration [115].

A variety of multidimensional mathematical models developed in recent years help to improve our understanding of biofilm antibiotic resistance mechanisms. For instance, a 3D solute diffusion model coupled with the cellular automaton principles by Hunt group shown that gradients in nutrient concentration cause corresponding gradients in the microbial growth rate and activity. This physiological heterogeneity contributes to the protection of biofilms [35]. But, this model assumed that dead bacteria physical presence imposes a resistance to the transport of chemical substances –substrate and antibiotic-- into the depths of the biofilm. In other words, dead cells shield their more deeply embedded living neighbours and retard the advance of the killing effects of the antibiotic as the deeply embedded cells in a state of nutrient deprivation. These investigations showed that dead cells are localized preferentially in the surface layers of the biofilm, where substrate concentrations is highest; while the slow growing and non-respiring bacteria are protected from antibiotic therapy because of their inactivity due to inadequate nutrient supply. However, one would expect that as the growing bacteria in a biofilm are killed, nutrients should penetrate the biofilm, which would influence growth of more deeply embedded cells and render them susceptible to antibiotic treatment. This is a reason to be skeptical of a biofilm defense based on nutrient limitation and slow growth.
In addition, previous models assumed that, the rate of persister cell formation was simply taken to be directly proportional to the live cell concentration. This simplification is unreasonable particularly in the stage of increased local nutrient availability during treatment period, and also do not account gradients in microbial growth rate [62, 119]. Moreover, presence of dead cells also reduces antibiotic penetration into the biofilm, which would results a greater chance of surviving the treatment than actual survival due to penetration limitation.

Several 3D individual based models help for better understanding of biofilm formation[34] and no systematic research has been carried out to elucidate the antibiotic susceptibility of biofilms in the presence and absence of quorum sensing-regulated EPS matrix. Since, EPS distribution prevent the effectiveness of lethal dose from entering cells, it seems reasonable to investigate how quorum sensing associated EPS secretion modulates bacterial susceptibility to antibiotics. In contrast to the abundant experimental literature on function of polysaccharides in biofilm-associated antibiotic resistance, reports on mathematical modelling of EPS as an important factor which contribute to the survival of biofilms are scarce.

Despite the clinical relevance of biofilms, there is still limited knowledge on the key factors behind their heterogeneous response towards antibiotic agents. In this regard, development of a comprehensive model to clarify biofilm growth dynamics, and particularly to evaluate the key features -- including, physiological heterogeneity and quorum sensing related EPS -- that contribute to the survival of subpopulation of cells in biofilms growing in different environmental conditions. Understanding the protective role of spatial-temporal heterogeneity would be beneficial to treating biofilm-related infections or diseases by offering clues to strategies that might be used to counteract or bypass biofilm protection.
Chapter 3. Computational Methods

3.1 Biofilm compartments and entities relevant to modelling

1. Compartments—are the different domains of the biofilm system; for example nutrient reservoir, biomass domain, diffusion boundary layer, and substratum.

2. Within each compartment or element, solid and liquid entities or components such as biomass, nutrient, EPS, and autoinducer molecules would exist.

3. These entities can undergo transformation, transport, and transfer processes. For instance, as nutrient is consumed by cells, which results in the bacterial cells growth and division.

4. All processes influence each entity in each compartment are combined together mathematically- into a mass balance equations that include rate terms and parameters for respective biological and physio-chemical process.
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Figure 3.1. The simplified schematic of biofilm model showing geometry and domains of the model, and the biological processes implemented. Bacterial cells, EPS, nutrient, and autoinducer molecules coexist with each other in the same cubical element. Arrows indicates the direction of nutrient diffusion.
3.1.1 The substratum

The living or non-living surface on which the biofilm develops is called the substratum[120]. In this model, an inert and impermeable planar surface is chosen as substratum, and initially, at time \( t = 0 \) h, six bacterial cells are randomly colonized on the substratum. The substratum at the bottom forms the system boundary.

3.1.2 The biofilm compartment

The biofilm compartment domain contains both solid and liquid entities. The solid entities include live cells, dead and detached cells, and EPS; whereas liquid entities include nutrient, autoinducer molecules, and antibiotic. This 3D- individual based model track each of the solid and liquid entities individually instead of treating everything within the biofilm domain as only one solid-like entity broadly termed as “biomass” as in continuum models.

3.1.3 The bulk-liquid compartment

A bulk-liquid domain located above the biofilm compartment. Bulk-liquid domain can be very large as compared to the biofilm domain, such as for a biofilm developing on the sediment of a lake, or it can be a thin layer of water, as in a trickling filter. The simplest way to incorporate the bulk-liquid compartment is integrating it as boundary conditions for the biofilm domain. One very simple way to do this is to specify the concentrations of solutes in the bulk-liquid compartment [120].

3.1.4 The mass transfer boundary layer

Experimental observations have shown the presence of concentration gradients within and around the biofilm when dissolved entities are consumed (nutrient, antibiotic) or produced (autoinducer) by the bacterial cells in the biofilm. Consequently, the local chemical concentrations within the biomass domain are not the same as those in the bulk-fluid. Thus, the earlier simple boundary condition -- where solute concentration at the periphery of the biofilm is equal to bulk-liquid concentration -- is incorrect. Therefore, a new and more appropriate boundary condition is required, and it is achieved by creating another domain, known as diffusion boundary later (DBL) or mass-transport boundary layer (MTBL).
3.2 Model description

A 3D individual-based model has been developed to simulate the growth dynamics of a bacterial biofilm in response to treatment with antibiotics. Biofilm growth is simulated within the confines of a rectangular box. The bottom surface (square with side 120 μm) represents the inert substratum upon which the biofilm develops. Periodic boundary conditions are applied in the horizontal directions, thereby eliminating edge effects, and ensuring continuity of biomass [36, 121]. A continuously replenished nutrient reservoir is placed at the top at a distance of 18 μm from the substratum. The interface between the nutrient reservoir and the biofilm domain is termed the diffusion boundary layer (DBL). It is assumed that the DBL has a constant thickness of 18 μm, and remains parallel to the substratum in the low-flow regime considered in this work. For the flow regime considered in this work, the nutrient concentration at a vertical distance of 18 μm from the highest cell in the biofilm was greater than 95% of the bulk nutrient concentration, even at time points corresponding to the highest cell numbers. It is worth noting that at high velocities, the diffusion boundary could follow the surface of the biofilm, and may not be necessarily stratified as is assumed here [122].

The space between the DBL and the substratum is discretized into cubical elements of volume 27 μm³ each. During the simulation, each element may be occupied by one or more of the following entities: (i) bacterial cell, (ii) EPS, (iii) nutrient, and (iv) autoinducer. These entities are assumed to be capable of coexisting with each other in the same cubical element. The simulation represents a time march in which the occupancy status of each element is updated at every time step. At \( t = 0 \), six cells, termed colonizers, are placed into random elements atop the substratum. Simultaneously, nutrient diffuses across the DBL. Cells consume nutrient, and subsequently grow and divide, resulting in the formation of a contiguous multicellular population. At the end of each time step, the nutrient reservoir is shifted vertically upwards such that a pre-determined distance from the topmost cell in the biofilm is always maintained. It is assumed here that the biofilm does not pose an obstacle to flow, and that it is subjected to a constant linear velocity gradient of \( 10^{-3} \) with zero velocity at the substratum, and maximum velocity at the highest point. This latter is updated every time the height of the biofilm changes, so as to maintain a shear rate of \( 10^{-3} \).
Using this domain geometry I was able to simulate biofilms containing up to 23368 ± 218 bacterial cells; recent individual-based models of biofilm formation and growth have shown that simulations involving up to 10,000 bacteria are sufficient to demonstrate that all steps of biofilm formation observed in experiments can be reproduced [41].

Each bacterial cell in the grid is modelled and tracked as an independent unit, with its own set of parameters (Table 3.2) and behaviours. To simulate behavioural variability, parameter values for individual bacterial cells were obtained by random draws from a uniform distribution around the values listed in Table 3.2 while discarding all negative values, and those outside ±10% of the mean; these precautions are necessary with distributions ranging from $-\infty$ to $+\infty$[109]. This feature is particularly useful for studying complex systems where individual heterogeneity is important, like in the case of biofilms. The parameter values used in the model are summarized in Table 3.2.

The resulting aggregate behaviour of the biofilm is therefore emergent from the local interactions between the individual bacteria, and their surroundings, thereby allowing us to simulate the self-organized process of biofilm formation. The simulation represents 400 h duration of biofilm growth in which every solid and liquid entity is tracked individually, allowing for the quantification of spatiotemporal variations of heterogeneities of the biomass, EPS, nutrients, signalling molecules, and antibiotics. The time duration of 400 h was chosen to simulate 4 distinct biofilm growth phases of biofilm lifecycle [58].

### 3.3 Key assumptions

The following are the key assumptions made:

1. The biofilm does not pose an obstacle to flow, and is subjected to a constant linear velocity gradient of 10 s$^1$ with zero velocity at the substratum, and maximum velocity at the highest point. It has been shown that giving up the conservation principles for fluid flow in the biofilm domain leads to increased deviations with respect to concentration fields and fluxes [123]. The magnitude of deviation is in some cases small (< 2%, at slow bulk flow velocities of $\sim 0.0001$ ms$^1$), and considerable in other (> 20%, at fast bulk flow velocities of 0.01 ms$^1$). The results presented in this work correspond to the low bulk
flow regime (maximum velocity of \(\sim 0.0006 \text{ m s}^{-1}\)). Consequently, deviations in concentration fields and fluxes have been neglected. Such low fluid shear rates (10-50 \text{ s}^{-1}), experienced within the intestine, and veins, have been shown to be effective in simulating \(S.\) aureus biofilm colonization and development [124, 125].

(2) The DBL remains parallel to the substratum throughout the simulation, and moves upwards as the biofilm thickness increases with time. It is worth noting that at high fluid velocities, the diffusion boundary could follow the surface of the biofilm, and may not be necessarily stratified as is assumed here [122].

(3) The DBL has a constant thickness of 18 \(\mu\text{m}\). For the low-flow regime considered in this work, the nutrient concentration at a vertical distance of 18 \(\mu\text{m}\) from the highest cell in the biofilm was greater than 95\% of the bulk nutrient concentration, even at time points corresponding to the highest cell numbers. Traditionally, this value is taken to be 99\%. But to reduce the computational cost, lower value of \(\sim 94.5\%\) is used in these simulations. Thus, it is assumed that the DBL has a constant thickness of 18 \(\mu\text{m}\), and remains parallel to the substratum in the low-flow regime considered in this work.

(4) EPS is capable of coexisting with a bacterial cell within a cubical element. This is consistent with previous experimental work showing the accumulation of extracellular polysaccharides such as \(\beta\)-glucan found intercalating between micro colonies of \(S.\) mutans [126]. Consequently, it has been assumed that new bacterial cells embed themselves into existing EPS, instead of pushing it aside.

(5) The spatial locations of cell death events are recorded at each time step for further analysis. Subsequently, dead cells are discarded from the simulation domain, and are no longer tracked. Experimental work involving biofilms grown in flow cells has shown that hollow cell clusters are formed, and that lysed cells are apparent in the internal strata [57]. Furthermore, it has been suggested that approximately 50 cells must die in order to support one cell division [127]. Extensive modelling work in the past where lysed cells contributed nutrients to the neighbouring cells found no significant difference in the results [58]. Therefore, the contribution of nutrients from lysed cells has been omitted here.

A full mathematical description of the various components and processes incorporated in the model is presented below.
3.4 Convergence study for biofilm geometry choice

The domain volume used in the model was arrived at after performing a convergence study using a variable domain sizes (number of grid cells in the horizontal directions = 30, 35, 40, 48, and 60 with a variable domain size such as 90 μm x 90 μm, 105 μm x 105 μm, 120 μm x 120 μm, 144 μm x 144 μm, and 180 μm x 180 μm respectively in the horizontal plane). The total biomass and average nutrient concentration were compared across these runs (Table 3.1). 120 μm x 120 μm horizontal volume was used for further simulations since further increase in domain size resulted in a less than 15% change in accuracy of the tested quantities. The results are tabulated below:

Table 3.1. QSbiofilm growth dynamics using a variable domain size

<table>
<thead>
<tr>
<th>Number of Grid Elements in the Horizontal Directions (x and z)</th>
<th>Total Biomass (μg)</th>
<th>Estimated Relative Spatial Discretization Error (%)</th>
<th>Average Nutrient Concentration (dimensionless)</th>
<th>Estimated Relative Spatial Discretization Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.00458</td>
<td>0.1865</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>0.00562</td>
<td>18.50</td>
<td>0.2419</td>
<td>22.90</td>
</tr>
<tr>
<td>40</td>
<td>0.00632</td>
<td>11.07</td>
<td>0.2713</td>
<td>10.83</td>
</tr>
<tr>
<td>48</td>
<td>0.00665</td>
<td>4.951</td>
<td>0.2954</td>
<td>8.03</td>
</tr>
<tr>
<td>60</td>
<td>0.00697</td>
<td>10.25</td>
<td>0.3042</td>
<td>12.1</td>
</tr>
</tbody>
</table>

The above mentioned numerals are quantified for QS biofilm growth dynamics.

3.5 Nutrient reaction and transport

The spatial distribution of nutrient concentration within the biofilm influences biomass growth rate. In turn, bacterial behaviour (growth, division, spreading, death, and detachment) affects nutrient concentration fields. The temporal and spatial distribution of nutrient concentration $C_N(x, t)$ is, therefore, intimately dependent on the local biomass concentration $(C_B(x, t))$. $C_N(x, t) = C_N(x, y, z, t)$ represents the nutrient concentration value at each element $(x, y, z)$ of the spatial domain at time $t$. The nutrient uptake rate is described by the Herbert-Pirt model (Eq. 3.1) [128, 129].
\[ r_N(\bar{x}, t) = \left( \frac{\mu_{\text{max}}}{Y_{NB}} + m \right) C_B \left( \frac{C_N(\bar{x}, t)}{C_N(\bar{x}, t) + K_N} \right) \]  

(3.1)

where \( \mu_{\text{max}}, Y_{NB}, \) and \( m \) represent the maximum specific growth rate, yield coefficient, and maintenance coefficient of the bacteria, respectively, and \( K_N \) is the half-saturation coefficient. Schulze and Lipe defined “maintenance supply,” later termed “maintenance coefficient” by Pirt, as the minimum nutrient consumption to maintain the cells. In other words, maintenance has been defined as “the energy consumed for functions other than the production of new cell material”. Maintenance estimates should explicitly describe each non-growth component. The nongrowth components thus included, shifts in metabolic pathways, defense mechanisms, cell motility, and storage of polymers, or extracellular losses. The most popular equation used to describe microbial growth, is the Monod equation. However, when measurements of maintenance showed deviations from a constant maintenance, additional growth-rate-dependent maintenance parameter is introduced [130].

The nutrient concentration within each element of the domain changes because of consumption, diffusion, and convection, and is given by

\[
\frac{\partial C_N(\bar{x}, t)}{\partial t} = - r_N(C_N(\bar{x}, t), C_B(\bar{x}, t)) + D_N \sum_{i=1}^{N} \frac{\partial^2 C_N(\bar{x}, t)}{\partial x_i^2} - \nabla \cdot (v C_N) 
\]  

(3.2)

Here, \( D_N \) is the nutrient diffusivity, and \( v \) is the local fluid velocity. \( C_N(\bar{x}, t) \) is set to \( C_{N,\text{bulk}} \) at the top surface, and to 0 at the substratum. Diffusion coefficients within bulk flow (region with no biomass) and the biofilm domain (region with biomass) are assumed to be identical, i.e. solutes diffuse through liquid-filled and biomass-filled regions at the same rates. The 3D reaction–diffusion-convection equation is solved numerically with the following boundary conditions:

a) A Dirichlet boundary condition is imposed at the DBL, i.e., the nutrient concentration remains constant at the interface between boundary layer and bulk liquid.

b) Neumann boundary condition is imposed at the substratum, where the nutrient flux is zero.
c) Periodic boundary conditions are applied at the lateral boundaries.

3.6 Biomass growth

A portion of the consumed nutrient is utilized by the bacterium towards endogenous metabolism. The leftover nutrient is assumed to be converted to biomass with an efficiency called the yield coefficient, $Y_{NB}$[58]. The net accumulation of biomass is, therefore, given by:

$$\frac{\partial C_B(x,t)}{\partial t} = Y_{NB} \left[ r_N(C_N(\bar{x},t),C_B(\bar{x},t)) - m C_B(\bar{x},t) \right]$$

(3.3)

Real biomass growth is governed by the specific growth rate $\mu_{max}$ and decay of biomass is included by incorporating the maintenance coefficient, $m$, and yield coefficient $Y_{NB}$. This allows for negative net biomass growth under low nutrient conditions.

3.7 Cell division

![Diagram of cell division](image)

Figure 3.2. A mother cell divides into two daughter cells (a), Two-dimensional view of the neighbouring elements at increasing distances from mother cell (b).

When the biomass of a bacterium reaches twice its native value it divides into two daughter cells (Fig. 3.2a). Whereas one daughter cell continues to remain in the same element as the dividing mother cell, the other is pushed into a bacterium-free element in the immediate neighbourhood. The immediate neighbourhood -- termed the Moore neighbourhood --
comprises of 26 cubical elements surrounding the central element. If multiple bacterium-free elements are available for occupation in the Moore neighbourhood, one is chosen at random [129]. On the other hand, if all elements in the Moore neighbourhood are occupied by bacteria, an unoccupied element is identified at the nearest Chebyshev distance from the location of the mother cell. The occupancy statuses of elements is checked at successively larger Chebyshev distances (starting with a Chebyshev distance of 2, and moving outward, layer by layer), until an empty element is found. Each of the bacterial cells that lies between the mother cell and the closest bacterium-free element is then shifted by one grid element – away from the mother cell, and towards the empty element – creating a bacterium-free element in the Moore neighbourhood of the mother cell (Fig. 3.2b). This newly created bacterium-free element is then occupied by the daughter cell; thereby ensuring that the daughter cell is always placed immediately next to the dividing bacterium. The biological basis for this pushing mechanism is that dividing cells push each other outward to a larger extent, potentially towards a region where still unexploited nutrients can be accessed. This competition for space and for nutrient generates the biofilm structure. On the other hand, this structure influences further development of the biofilm by changing the nutrient transport.

3.8 Cell death

Cell death is assumed to occur via one of two mechanisms: (i) limited nutrient uptake [57], or (ii) starvation caused by prolonged stay in the stationary phase [131, 132]. Nutrient uptake is quantified by the ratio ($R$) of the rate of biomass formation ($Y_{NB}r_N(C_N, C_B)$) to that of endogenous metabolism ($Y_{NB}mC_B$) (Eq. 3). Cell death by limited nutrient uptake is assumed to occur when $R$ falls below a certain threshold ($R_{min}$) [58]. Along similar lines, if $R$ falls below 1, the cell exhibits zero or negative net growth, and is said to have entered the stationary phase. Cell death is assumed to occur if the cell remains in this growth-arrested phase for a preset number of hours ($t_{SP}$). This is consistent with observations where bacteria in the stationary phase gradually lose their ability to reproduce, and exhibit signs of senescence and eventually loss of viability by accumulating oxidatively damaged proteins [131, 132].
Moreover, if the biofilm is subjected to antibiotic treatment, then cells die based on probability of killing by antibiotic which is a function of the rate of consumption of antibiotic (Eq. 13).

3.9 Cell detachment

Cell detachment in bacterial biofilms is a complex process influenced by a host of external and internal factors such as fluid shear forces [133], internal stresses [134], chemical gradients [135], erosion [133], and nutrient starvation [57]. Here, a simplified geometrical model was implemented wherein cell detachment is governed by (i) localized cell death resulting from nutrient limitation, and (ii) EPS formed as a consequence of quorum sensing. Cell detachment is determined by evaluating the connectivity of cells to the substratum. Within the biofilm, bacteria connect to the substratum either directly, or indirectly through a group of live bacteria in which at least one bacterium is directly bound to the substratum [136]. In addition to live bacteria, in QS biofilms, cells can also continue to remain connected to the substratum via EPS. At the end of each time step, detachment events are recorded, and detached cells are removed from the domain.

3.10 Quorum Sensing

In QS biofilms, bacterial cells are modelled as being in either the up-regulated, or the down-regulated state. Cells switch between these states at rates dependent on the local autoinducer concentration($C_A(\bar{x}, t)$). The transition rate from the down-regulated to up-regulated state is given by

$$TR^+ = \alpha \frac{C_A(\bar{x}, t)}{1 + \gamma C_A(\bar{x}, t)} \quad (3.4)$$

Along similar lines, the transition rate between the up-regulated to down-regulated states is given by [137]

$$TR^- = \beta \frac{1}{1 + \gamma C_A(\bar{x}, t)} \quad (3.5)$$
where $\alpha$ and $\beta$ are the spontaneous up- and down-regulation rates, and $\gamma$ is the transition constant. The probabilities of switching from one state to another within a time interval of $\Delta t$ are then given by

$$P_u = (TR^+)\Delta t$$
$$P_d = (TR^-)\Delta t$$  \hspace{1cm} (3.6)

where $P_u$ is the probability of up-regulation, and $P_d$ is the probability of down-regulation.

### 3.11 Autoinducer Production and Transport

Up-regulated and down-regulated cells are assumed to secrete autoinducer molecules at constant rates of $r_{A,u}$ and $r_{A,d}$, respectively.

$$r_A = \begin{cases} r_{A,u} \\ r_{A,d} \end{cases}$$  \hspace{1cm} (3.7)

where $r_{A,u} > r_{A,d}$ (Table 3.2). The secreted autoinducer is treated as a dissolved entity that is transported via diffusion and convection. The time evolution of the autoinducer concentration within the biofilm is given by

$$\frac{\partial C_A(x,t)}{\partial t} = D_A \sum_{i=1}^{3} \frac{\partial^2 C_A(x,t)}{\partial x_i^2} + \frac{r_A}{\Delta V} \cdot (vC_A)$$  \hspace{1cm} (3.8)

Where $D_A$ is the autoinducer diffusivity, and $\Delta V$ is the element volume. Eq. 3.8 is subject to the Dirichlet boundary condition at the DBL ($C_{A,\text{DBL}} = 0$), and the no-flux condition at the substratum.

For each bacterium, at every time step, the simulation generates a random number $\mathfrak{m}$ from a uniform distribution on the interval $[0, 1]$. If $P_u > n_R$, then the bacterium switches from the down-regulated state to an up-regulated state. On the other hand, if $P_d > n_R$, then the bacterium switches from the up-regulated to the down-regulated state.

### 3.12 EPS production

EPS is treated as a discrete entity and is tracked individually in a manner similar to that of a bacterial cell. Furthermore, quantities of EPS and bacterial biomass that can be
accommodated in a single element are assumed to be independent of each other [126]. Bacterial growth and EPS production are assumed to occur concurrently from nutrient that is leftover after maintenance has been accounted for. It is assumed that EPS is produced only by upregulated cells, at a rate given by

\[
\frac{\partial C_B(x,t)}{\partial t} = Y_{NE} \left[ r_N (C_N(\bar{x},t), C_B(\bar{x},t)) - m C_B(\bar{x},t) \right]
\]  

(3.9)

where, \( Y_{NE} \) is the yield coefficient for EPS, i.e. the efficiency with which nutrient that has not been consumed for endogenous metabolism is converted to EPS. EPS do not grow, die or consume nutrient, but they occupy space and undergo division. EPS division is handled similar to cell division described above, wherein daughter "EPS cells" are placed into the nearest element that does not contain EPS.

In QS\(^-\) biofilms, upregulated cells secrete EPS and autoinducer molecules at an enhanced rate, compared to their downregulated counterparts. In a feedback-like mechanism, enhanced production of autoinducer by upregulated cells results in the upregulation of an increasing number of cells in the neighbourhood.

The consumption of antibiotic by EPS is governed by Monod-like kinetics (Eq. 3.11). This is an attempt to account for the reaction-diffusion barrier to penetration by the antibiotic that EPS provides.

3.13 Antimicrobial drug administration

In select runs, the biofilm is subjected to a continuous antibiotic treatment for duration of 24 h. The antibiotic concentration in the bulk fluid is held constant throughout the treatment period. As the antibiotic diffuses through the DBL, live bacterial cells and EPS consume the antibiotic in a Monod-like reaction [35]. The consumption of antibiotic by non-quorum sensing bacteria is assumed to be a function of the local antibiotic concentration and biomass concentrations, is given by Eq. (3.10)
\[ r_{ab}(C_{ab}(\bar{x},t), C_B(\bar{x},t)) = \left( \frac{C_{ab}(\bar{x},t)}{C_{ab}(\bar{x},t) + K_{ab}} \right) K_{B\text{Max}} C_B(\bar{x},t) \]  \hspace{1cm} (3.10)

where \(K_{B\text{Max}}\) is the maximum specific reaction rate of antibiotic with respect to biomass, \(K_{ab}\) is the Monod half-saturation coefficient of antibiotic, and \(C_{ab}(\bar{x},t) = C_{ab}(x,y,z,t)\), represents local antibiotic concentration in each grid element, at time point \(t\). In QS biofilms, the consumption of antibiotic by bacteria and EPS is given by Eq. (3.11).

\[ r_{ab}(C_{ab}(\bar{x},t), C_B(\bar{x},t)) = \left( \frac{C_{ab}(\bar{x},t)}{C_{ab}(\bar{x},t) + K_{ab}} \right) [K_{B\text{Max}} C_B(\bar{x},t) + K_{E\text{Max}} C_E(\bar{x},t)] \]  \hspace{1cm} (3.11)

where \(K_{E\text{Max}}\) represents the maximum specific reaction rate of antibiotic by EPS, and \(C_E\) represents the EPS biomass. The dynamics of the antibiotic concentration field \(C_{ab}(\bar{x},t)\) is given by the following reaction-diffusion equation:

\[ \frac{\partial C_{ab}(\bar{x},t)}{\partial t} = - r_{ab}(C_{ab}(\bar{x},t), C_B(\bar{x},t)) + D_{ab} \sum_{i=1}^{3} \frac{\partial^2 C_{ab}(\bar{x},t)}{\partial x_i^2} - \nabla \cdot (\nu C_{ab}) \]  \hspace{1cm} (3.12)

where \(D_{ab}\) is the antibiotic diffusivity, and \(\nu\) is the local fluid velocity.

The probability of cell death due to antibiotic consumption is given by:

\[ P_{\text{death}} = \left( \frac{r_{ab}(\bar{x},t) - r_{\text{Min}}}{r_{\text{Max}} - r_{\text{Min}}} \right) \]  \hspace{1cm} (3.13)

\(r_{\text{Min}}\) and \(r_{\text{Max}}\) are the rates of consumption of the antibiotic at minimum and maximum inhibitory concentrations of one bacterium, respectively. At each time step during treatment, a random number \(n_R\) is generated for each cell. If \(P_{\text{death}} > n_R\), then the bacterium dies, and is removed from the simulation domain.
3.14 Heterogeneity

Biofilm heterogeneity, $h$, was defined as the extent of non-uniform distribution of the (i) total accumulated biomass, (ii) nutrient, (iii) EPS, and (iv) autoinducer concentrations. It was quantified as the coefficient of variation with respect to selected component.

$$h = \frac{\sigma}{\mu}$$

where, $\sigma$ is the standard deviation, and $\mu$ is the mean of the quantity whose heterogeneity is being evaluated. Thus, $h$ measures the extent of variability with respect to the mean of the population. Two separate calculations were performed for each component: (i) an overall heterogeneity to track the variability throughout the entire domain, and (ii) a grid-layer-wise evaluation to delineate the spatial variation of heterogeneity. For the former, $\sigma$ and $\mu$ were computed over the entire biofilm domain, whereas for the latter calculations were performed over individual grid layers.

3.15 Numerical Scheme

The state of the simulation domain is updated at discrete time steps. Previous work analysing the kinetics of the switching process from the vegetative state to the competent (EPS producing) state of Bacillus subtilis has shown that the duration of the switching period was $1.4 \pm 0.3$ h [138]. In addition, analysis of Bacillus subtilis at the interface between the culture medium and air indicates that bacteria switch from the motile to the matrix-producing phenotype (downregulated to upregulated) between 10 min to 1 h [41]. Consequently, here a multiscale integration approach has been used with two distinct time scales are used: (i) cellular processes (biomass growth (Eq. 3.3), switching between up- and down-regulated states (Eq. 3.6), EPS production (Eq. 3.9), and death by antibiotic (Eq. 3.13), cell division, and detachment) are monitored every 1 h, and (ii) within this “outer” time loop, concentrations of dissolved entities (nutrient (Eq. 3.2), autoinducer (Eq. 3.8), and antibiotic (Eq. 3.12)) are tracked by solving the diffusion-convection equations at a finer time resolution of $1 \times 10^{-6}$ h. Forward-Time Central-Space scheme was used for the diffusion-convection equations whose von Newman stability analysis yields the following condition

$$\frac{V^2 \Delta t}{2} \ll D$$
where, \( v \) is the fluid velocity, \( D \) is the diffusion coefficient, and \( \delta t \) is the time step. For the low shear regime tested in these simulations (shear rate = 10 \( \text{s}^{-1} \)), and for the time step \( \delta t = 1 \times 10^{-6} \text{h} \), the above stability requirement is satisfied.

The diffusion-convection equation does not need to run for 1,000,000 time steps - as soon as substrate concentration equilibrium tolerance limit is reached (roughly take few 1000 times)-substrate model execution is stopped and so able to reduce computational cost efficiently. The same approach is used for other dissolved entities like autoinducer, and antibiotic (Eq. (3.8), and (3.11), respectively). At each time step, Eq. (3.3) and (3.9) are solved using the updated nutrient concentration field.

Due to stochastic nature of the model, running four simulations with the same parameters never really gave identical results but they are comparable. The key sources of variability in this model are at the cellular level: (i) each bacterial cell is treated as an individual entity with its own set of parameters (chosen randomly from a uniform distribution), (ii) stochasticity introduced in the modelling of cellular behaviours such as division (placement of daughter cells, cell death due to antibiotic), and (iii) the calculations for the probabilities of up- and down-regulation of individual cells. Since I have been analysed tens of thousands of cells during each simulation run, I posit that present results, averaged over a fairly large population of bacterial cells, provide meaningful observations. For instance, the peak cell numbers (averaged over 4 simulation runs) for quorum-sensing-negative (Q\$ biofilms are 23368 ± 218 for the bulk nutrient concentration \( C_{N,\text{bulk}} \) of 8 gm\(^{-3} \), 15623 ± 165 for \( C_{N,\text{bulk}} = 4 \text{ gm}^{-3} \), and 4505 ± 156 for \( C_{N,\text{bulk}} = 1 \text{ gm}^{-3} \). Several individual-based CA models similar to this model have reported results based on 3-6 replicate simulations [16, 27, 32]. The simulations involving up to 10,000 bacteria are sufficient to demonstrate that all the steps of biofilm formation that are observed in the experiments can be reproduced [41].

Numerical solutions to the diffusion-convection equations are obtained using a second-order Forward-Time Central-Space scheme. Periodic boundary conditions are applied in the horizontal directions, and the Dirichlet boundary condition is imposed in the vertical
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direction. The Java programming language is used since it provides a convenient object-oriented framework that is well-suited for the individual based model described here.

Finite difference scheme

The rectangular computational domain is discretized with a Cartesian grid. The indices for the grid points are \( i = 1, 2, \ldots, N \) \((N = 40)\); \( j = 1, 2, \ldots, N \); and \( k = 1, 2, \ldots, N \) \((N = 40)\); for \( x, y \) and \( z \) spatial dimension respectively with a grid point distance of \( h \) \((3 \text{ \mu m})\). A finite difference scheme is presented on a rectangular grid based on a first order difference approximation for the time derivative and the usual second order spatial difference for diffusion and convection terms in system of second order partial differential equations (for Eq. (3.2), (3.8), and (3.11)). The standard finite difference scheme reads to evaluate the local chemical (nutrient (Eq. 2.2); autoinducer (Eq. 3.8); antibiotic (Eq. 3.11)) concentration reads as follows.

**Diffusion term**

\[
D_N \sum_{i=1}^{3} \frac{\partial^2 C_N}{\partial x_i^2} = D_N \left[ (C_{N_x(i+1)} - 2 * C_{N_x(i)} + C_{N_x(i-1)}) + (C_{N_y(i+1)} - 2 * C_{N_y(i)} + C_{N_y(i-1)}) + (C_{N_z(i+1)} - 2 * C_{N_z(i)} + C_{N_z(i-1)}) \right] / h^2
\]

**Convection term**

\[
\nabla \cdot (vC_N) = \frac{[(C_{N_x(i+1)} - C_{N_x(i-1)}) / (2 * h)] * \text{fluidVelocity}}{h^2}
\]

Where \( \text{fluidVelocity} = \gamma * (\text{slicenumber} * \text{elementLength}) \)

Biologically, the system was conceptualized as a single species whose growth rate is determined by the concentration of a single nutrient, according to Herbert-Pirt kinetics. The bacteria are discrete immotile cells with kinetic and yield parameters, which may vary randomly around a given mean.

**Reaction term:**

\[
\left( \frac{\mu_{max}}{Y_{NB}} + m \right) C_B \left( \frac{C_N}{C_N + K_N} \right)
\]
3.16 Simulation flowchart

Figure 3.3. Flowchart representation of simulation steps
The parameter values used in the model are summarized in below table (Table 3.2).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta x$</td>
<td>Element length</td>
<td>3</td>
<td>$\mu m$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Thickness of the DBL</td>
<td>18</td>
<td>$\mu m$</td>
<td>[58]</td>
</tr>
<tr>
<td>$N_j$ ($j = x, z$)</td>
<td>Number of elements in the $j^{th}$ direction</td>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_0$</td>
<td>Initial number of bacterial cells</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m$</td>
<td>Maintenance coefficient</td>
<td>0.036</td>
<td>$h^{-1}$</td>
<td>[58]</td>
</tr>
<tr>
<td>$\mu_{max}$</td>
<td>Maximum specific growth rate of bacterial population</td>
<td>0.3125</td>
<td>$h^{-1}$</td>
<td>[58]</td>
</tr>
<tr>
<td>$Y_{NB}$</td>
<td>Yield coefficient for biomass</td>
<td>0.45</td>
<td></td>
<td>[58]</td>
</tr>
<tr>
<td>$t_{sp}$</td>
<td>Time in the stationary phase at which cell death occurs</td>
<td>24</td>
<td>$h$</td>
<td>[58]</td>
</tr>
<tr>
<td>$R_{min}$</td>
<td>Ratio of the rate of nutrient consumption to that of endogenous metabolism below which cell death occurs</td>
<td>0.15</td>
<td></td>
<td>[58]</td>
</tr>
<tr>
<td></td>
<td>Threshold biomass at which cell division occurs</td>
<td>$2 \times 10^{-12}$</td>
<td>$g$</td>
<td>[139]</td>
</tr>
<tr>
<td>$D_N$</td>
<td>Diffusion coefficient of nutrient</td>
<td>$0.84 \times 10^{-6}$</td>
<td>$m^2 h^{-1}$</td>
<td>[58]</td>
</tr>
<tr>
<td>$K_N$</td>
<td>Monod saturation constant</td>
<td>2.55</td>
<td>$g \ m^{-3}$</td>
<td>[58]</td>
</tr>
<tr>
<td>$C_{N, bulk}$</td>
<td>Bulk nutrient concentration</td>
<td>1, 4, 8</td>
<td>$g \ m^{-3}$</td>
<td></td>
</tr>
<tr>
<td>$Y_{EN}$</td>
<td>Yield coefficient for EPS</td>
<td>0.27</td>
<td></td>
<td>[34]</td>
</tr>
<tr>
<td></td>
<td>Threshold concentration at which EPS division occurs</td>
<td>33000</td>
<td>$g \ m^{-3}$</td>
<td>[34]</td>
</tr>
<tr>
<td>$D_A$</td>
<td>Diffusion coefficient of autoinducer</td>
<td>$1 \times 10^{-6}$</td>
<td>$m^2 h^{-1}$</td>
<td></td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Value</td>
<td>Unit</td>
<td>Source</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>-------</td>
<td>------</td>
<td>--------</td>
</tr>
<tr>
<td>$r_{A,u}$</td>
<td>Autoinducer production rate by up-regulated cells</td>
<td>73800</td>
<td>molecules h$^{-1}$</td>
<td>[137]</td>
</tr>
<tr>
<td>$r_{A,d}$</td>
<td>Autoinducer production rate by down-regulated cells</td>
<td>498</td>
<td>molecules h$^{-1}$</td>
<td>[137]</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Spontaneous up-regulation rate</td>
<td>$7.89 \times 10^{-17}$</td>
<td>$m^3molecule^{-1}h^{-1}$</td>
<td>[137, 140]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Spontaneous down-regulation rate</td>
<td>0.975</td>
<td>$h^{-1}$</td>
<td>[137, 140]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Transition constant</td>
<td>$7.96 \times 10^{-17}$</td>
<td>$m^3molecule^{-1}$</td>
<td>[137, 140]</td>
</tr>
<tr>
<td>$D_{ab}$</td>
<td>Diffusion coefficient of antibiotic</td>
<td>$0.36 \times 10^{-6}$</td>
<td>$m^2h^{-1}$</td>
<td>[35]</td>
</tr>
<tr>
<td>$K_{ab}$</td>
<td>Antibiotic half-saturation coefficient</td>
<td>1</td>
<td>$g m^{-3}$</td>
<td>[35]</td>
</tr>
<tr>
<td>$K_{BMax}$</td>
<td>Maximum specific reaction rate of antibiotic with bacterial cell</td>
<td>2.5</td>
<td>$h^{-1}$</td>
<td>[35]</td>
</tr>
<tr>
<td>BIC</td>
<td>Biofilm inhibitory concentration</td>
<td>1-64</td>
<td>$g m^{-3}$</td>
<td>[141]</td>
</tr>
<tr>
<td>$K_{EMax}$</td>
<td>Maximum specific reaction rate of antibiotic with EPS</td>
<td>0.25</td>
<td>$h^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 4. Influence of nutrient availability and quorum sensing on the formation of metabolically inactive microcolonies within structurally heterogeneous bacterial biofilms: An individual-based 3D cellular automata model

4.1 Introduction

Although microorganisms have been traditionally investigated as single-cell, planktonic entities, analyses of bacterial communities in diverse environments have led to the conclusion that planktonic growth rarely exists for microorganisms in nature [142]. Instead, bacteria preferentially form self-organized assemblages – termed biofilms – composed of surface-adherent cells embedded in a protective matrix comprised of extracellular polymeric substances (EPS) [142, 143]. Encased in this matrix of biopolymers, microbial communities develop physically diverse structures containing cell clusters, interstices, water channels [144], and large mushroom-shaped assemblies [145-150]. The transition from planktonic to biofilm mode of growth, and biofilm architecture are influenced by a range of local and macroscopic signals and stimuli, such as nutrient concentrations, intercellular communication, and environmental stresses [53, 151-153].

Bacterial biofilms forming on damaged tissues [154-156] or on biomimetic devices [157-160], are a leading cause of chronic infections, since the cells within the biofilm are extremely resistant to antibiotics, and are adept at evading host immune responses. Interestingly, whereas biofilm-associated bacteria are more tolerant to antibiotics than their planktonic counterparts, it is only subpopulations within the biofilms -- termed persister cells -- that
exhibit enhanced antibiotic tolerance [161-166]. This spatially nonuniform response to antibiotic treatment suggests that biofilms are comprised of structurally and functionally heterogeneous microcolonies that may differ from their surroundings with respect to metabolic activity, growth phase, and gene-expression patterns [71, 167]. For instance, *P. aeruginosa* biofilms, it has been shown that dormant cells were more tolerant to tobramycin and silver ions. In addition, active cells had bigger cell size and higher intracellular density compared to dormant cells. It is possible that cells in these metabolically inactive micronicthex exhibit reduced antibiotic uptake rates. In addition, drug tolerance in dormant cells has been attributed to lower cytoplasmic drug accumulation as a result of enhanced efflux activity [168]. Furthermore, these bacteria may be sheltered within a reaction-diffusion barrier presented by surrounding, faster-growing cells and EPS, thereby reducing local antibiotic penetration [169, 170].

Quorum sensing (QS) is a mechanism of intercellular communication used to collectively coordinate group behaviours based on population density [70, 171-173]. This process relies on the production, release, and group-wise detection of signal molecules called autoinducers (e.g. acyl-homoserine lactones in Gram-negative bacteria) which rapidly diffuse in the liquid phase and across cell populations, and accumulate in the biofilm over time. Experimental work suggests that there is a positive correlation between QS and EPS production [23, 66, 72, 174]. For instance, in *Pantoea stewartii* biofilms, approximately ten-fold increase in EPS production upon QS induction was observed [72]. Cells exhibiting enhanced EPS production in the presence of autoinducer molecules are said to be up-regulated. QS-induced EPS production allows a biofilm to switch rapidly from a colonization mode to a protection mode [107]. The EPS matrix confers structural integrity to the biofilm by providing mechanical strength, and reducing the extent of cell detachment [175, 176]. In addition, the effect of QS-regulated EPS production on biofilm architecture has been shown to be a function of the growth stages during biofilm formation [78, 177].

The mechanisms of emergence of protected microcolonies in growing biofilms remain poorly understood. One possible explanation is nutrient limitation. When suspended in a solution of nutrients, microorganisms disrupt the uniform distribution of dissolved nutrients by
locally depleting them and generating nutrient concentration gradients. The spatial distribution of accumulated biomass within the biofilm is, therefore, intimately interconnected with local nutrient concentration gradients. In addition, concentration gradients may also be set up for signalling molecules such as autoinducers resulting in spatially nonuniform production and distribution of EPS. Consequently, the biofilm may comprise of numerous microenvironments where local chemistries are distinctly different from the surroundings with respect to biomass density, nutritional availability, and concentrations of EPS and signalling molecules. Another possibility is that quorum-sensing signals allow the bacteria to trigger expression of protective genes, resulting in the formation of persister cells [178, 179].

A key challenge in modelling the structural development of a biofilm arises from the complex interaction between many processes. Current biofilm models can be broadly classified into two categories: continuum models [38, 39], and individual based models [40]. In continuum models, the biofilm is considered to be a continuous medium, with porosity, surface shape, and density as input parameters. In contrast, individual based models treat bacterial cells as individual units with their own states, thereby allowing for variability between individual behaviours with respect to their growth rates, nutrient uptake rates, local nutrient concentration, signalling molecule production, up-regulation and down-regulation states, and EPS production. The discrete, 3D nature of individual based models, combined with physical dynamics, allows for the calculation of concentration profiles of soluble entities, as well as the spatial distribution of biomass, and distribution in clusters. Consequently, chemical and structural heterogeneities within the biofilm emerge as a result of the actions and interactions of the cells with each other, and with the surrounding environment, rather than being a model input [40].

Several models have investigated quorum sensing in biofilms [108, 137, 180]. Most quorum sensing models focus on up-regulation, with only a few including the effect of quorum sensing on biofilm architecture, and growth dynamics [107, 181]. In many models, the cell density is assumed to be constant [42, 43], thereby neglecting biofilm expansion that results from the production of new cells, and shrinkage caused by cell death and detachment. Recently,
attempts have been made to use deterministic continuum models of quorum sensing in biofilms [108]. Such models neglect the stochastic nature of the up- and down-regulation processes, and are unable to account for local heterogeneities in microbial subpopulations. In the past, mechanistic computational models have successfully described the autonomous formation of tertiary macrostructures in bacterial biofilms [34-36], including the effects of EPS on biofilm structure [37]. However, a systematic analysis of the local structural and chemical heterogeneities in the biofilm interior has not been performed. An analysis of the spatial heterogeneity in bacterial growth rates could shed light on mechanisms of the emergence of dormant microcolonies containing cells that are potentially antibiotic-insensitive. Here, a prototype individual-based 3D computational cellular automata model is presented to simulate biofilm growth, and quantify heterogeneity as a function of growth phase, space, and time. The goal is to answer the following questions: (i) can physical processes like nutrient starvation and localized cell death account for the formation of metabolically inactive microcolonies in biofilms, in the absence of genetic triggers? (ii) How does quorum sensing – and the associated EPS production – influence the structural heterogeneity of the biofilm? Specifically, the roles of (i) carbon source concentration, (ii) localized cell division, death, and dispersal, (iii) QS, and (iv) EPS production on the structural and chemical heterogeneity of mono-microbial biofilms have been investigated. The model incorporates the following processes: nutrient diffusion, reaction, and convection; biomass growth kinetics, cell division, death, and dispersal; autoinducer production, and transport; and EPS production. The simulation represents a 400 h duration of biofilm growth, in which cells are tracked individually, allowing us to quantify spatiotemporal variations of heterogeneities of the biomass, EPS, nutrients, and signalling molecules.

Results from causal modelling suggest that biofilms are comprised of at least three structurally distinct strata with respect to metabolic activity, growth phase, nutrient availability, and porosity: a high-biomass, low-heterogeneity section in the middle of the biofilm, sandwiched between two highly heterogeneous low-biomass regions on the top and the bottom. In QS-positive (QS+) biofilms, an additional layer comprising of EPS, and devoid of cells, exists in close proximity to the substratum. The simulations show that nutrient limitation, in the absence of genetic triggers, can account for the formation of microenvironments containing dormant, low-activity cells surrounded by high-activity ones.
Cell death occurs preferentially in the bottom section of the biofilm, leading to increase in heterogeneity in the biomass distribution in this region, and ultimately to sloughing. A clear understanding of heterogeneities at the local scale may be vital to solving the riddle of the resistance of biofilms to external stresses such as antibiotics.
4.2 Results and Discussion

4.2.1 Biofilm growth dynamics: Influence of nutrient concentration

As a first step, biofilm growth dynamics have been simulated for a QS-negative (QS) strain that does not produce autoinducer or EPS. At time $t = 0$, six colonizers were placed at random locations on the substratum. Nutrient diffuses into the domain across the DBL, and is subsequently consumed by bacterial cells, thereby causing their biomass to increase. This, in turn leads to cell growth, division, and expansion of the biofilm. Fig. 4.1 shows a representative time evolution of a QS biofilm associated with a bulk nutrient concentration of 4 gm$^{-3}$, illustrating the formation of a distinct 3D macrostructure as the biofilm matures, and the various growth stages including: (i) colonization, (ii) early exponential phase, (iii) late exponential phase, (iv) maturation, (v) sloughing, and (vi) regrowth.

![Figure 4.1. Representative 3D renderings of the time evolution of a QS- biofilm for $C_{N,bulk} = 4$ gm$^{-3}$, illustrating different phases of growth at 0 h (a), 30 h (b), 60 h (c), 110 h (d), 120 h (e), and 330 h (f).]
Figure 4.2. Growth dynamics for QS biofilms. Comparison of the development of total biomass (a), average nutrient concentration (b), and fraction of dead cells (c) for $C_{N,bulk} = 8$ gm$^{-3}$ (green), 4 gm$^{-3}$ (red), and 1 gm$^{-3}$ (blue). The arrows in panel (a) mark the end of the stationary phase and the initiation of sloughing for $C_{N,bulk} = 8$ gm$^{-3}$ and $C_{N,bulk} = 4$ gm$^{-3}$. Data represent mean ± standard error of mean (SEM) of four separate simulations.

To delineate the influence of nutrient availability on biofilm growth, the total accumulated biomass and average nutrient concentrations are tracked within the biofilm for varying bulk nutrient concentrations (1, 4, and 8 gm$^{-3}$), in the absence of QS (Figs. 4.2a, 4.2b). In close agreement with experimental evidence [182, 183], the model was able to simulate four distinct growth phases: exponential growth, stationary phase, sloughing, and regrowth. Biofilm growth rates and peak cell numbers in the exponential phase increased with increasing bulk nutrient concentrations (Fig. 4.2a, Table 4.1). In close agreement with experimental observations [51], sloughing in the faster growing biofilms ($C_{N,bulk} = 8$ gm$^{-3}$) occurred earlier ($\sim$80 h) compared to the slower growing ones ($C_{N,bulk} = 4$ gm$^{-3}$; $\sim$110 h). Regrowth of the biofilm occurred post-sloughing. There is considerable variability between results across simulation runs in this phase, due to the high sensitivity to the conditions post-sloughing – i.e., the number of cells that survive detachment (Fig. 4.2a). Whereas under moderate ($C_{N,bulk} = 4$ gm$^{-3}$) and excess ($C_{N,bulk} = 8$ gm$^{-3}$) nutrient supply conditions, the average nutrient concentration within the biofilm dropped rapidly in the exponential growth phase, there was a gradual decrease when the nutrient supply was low ($C_{bulk} = 1$ gm$^{-3}$).
gm$^{-3}$) (Fig. 4.2b). Post-sloughing, due to the marked decrease in the total accumulated biomass, the average nutrient concentration increased rapidly (Fig. 4.2b).

The marked decline observed in the total biomass content of the biofilm at the end of the stationary phase could be a consequence of either (i) annihilation of the bacterial population in its entirety, or (ii) live cells detaching from the substratum (sloughing). To investigate which of these two possibilities was predominantly responsible for the drop in biomass, fraction of dead cells with time is tracked. As shown in Fig. 4.2c, peak cell death occurred just prior to sloughing (for $Q_{t, bulk} = 8$ gm$^{-3}$ ~30% of the cells die at ~80 h; for $Q_{t, bulk} = 4$ gm$^{-3}$ ~20% of the cells die at ~110 h). Fraction of dead cells is calculated as the ratio between-- total number of dead cells at current time step and total number of live cells at the previous time step. Since the fraction of dead cells was much less than 1 under all conditions tested, we conclude that the drastic reduction in the biomass is a consequence of live cells losing contact with the substratum, because of cell death occurring in the lower layers of the biofilm.

The biofilm associated with the bulk nutrient concentration of 1 gm$^{-3}$ exhibited a prolonged stationary phase in which both the total biomass (Fig. 4.2a) and the fraction of dead cells (Fig. 4.2c) remained virtually constant, indicating that a balance was established between the rates of biomass formation and depletion. Sloughing did not occur under these conditions. This could be the consequence of the fact that under these nutrient-depleted conditions cells die at a slow rate, which ensures the presence of enough number of cells at the bottom of the biofilm to keep it attached to the substratum at all times.
Figure 4.3. Influence of QS on biofilm growth dynamics. Comparison of total accumulated biomass (a), average nutrient concentration (b), and fraction of dead cells (c) for QS⁺ (red) and QS⁻ (green) biofilms for \( \text{Q}_{\text{bulk}} = 4 \, \text{gm}^{-3} \). The total biomass for the QS⁺ biofilm includes mass of the EPS produced by upregulated cells. Data represent mean ± SEM of four separate simulations.

QS had minimal impact on the bacterial growth rates during the exponential growth phase (Table 4.1). The total biomass (bacteria + EPS) was higher than that for the EPS-devoid QS⁻ biofilm in both the exponential and stationary growth phases. In stark contrast to the QS⁻ biofilm, the QS⁺ biofilm exhibited a prolonged stationary phase; no sloughing occurred even for the bulk nutrient concentrations of 4 gm⁻³ (Fig. 4.3a) and 8 gm⁻³ (data not shown), because of the presence of EPS which prevents live cells from detaching. QS did not alter the growth dynamics of the biofilm under low nutrient supply conditions (\( \text{Q}_{\text{bulk}} = 1 \, \text{gm}^{-3} \)), even in the stationary phase (data not shown). Taken together with the observation that QS biofilms were resistant to sloughing under these conditions (Fig. 3.2a), this result indicates that EPS plays a limited role in stabilizing the biofilm structure under low nutrient conditions. The average nutrient concentration decreased monotonically with time in the exponential growth phase, and then remained virtually constant (Fig. 4.3b). For \( \text{Q}_{\text{bulk}} = 4 \, \text{gm}^{-3} \), first instances of cell death were observed at \( \sim 80 \, \text{h} \); peak cell death occurred at 100 h, and then remained virtually constant (Fig. 4.3c).
Table 4.1. Biomass growth and EPS production rates

<table>
<thead>
<tr>
<th>$C_{N,\text{bulk}}$ (gm$^{-3}$)</th>
<th>Growth rate of bacterial biomass (gm$^{-3}$ h$^{-1}$)*</th>
<th>Production rate of EPS (gm$^{-3}$ h$^{-1}$)*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_S$</td>
<td>$Q_S^+$</td>
</tr>
<tr>
<td>1</td>
<td>$48.5 \pm 6.3$</td>
<td>$54.7 \pm 19.1$</td>
</tr>
<tr>
<td>4</td>
<td>$256.8 \pm 29.5$</td>
<td>$295.7 \pm 19.3$</td>
</tr>
<tr>
<td>8</td>
<td>$492.1 \pm 32.5$</td>
<td>$519.5 \pm 15.1$</td>
</tr>
</tbody>
</table>

* Rates of bacterial biomass growth and EPS production were calculated as the net increase in bacterial biomass or EPS per unit time for the duration of the exponential growth phase (60 h for $C_{N,\text{bulk}} = 8$ gm$^{-3}$, 80 h for $C_{N,\text{bulk}} = 4$ gm$^{-3}$, and 170 h $C_{N,\text{bulk}} = 1$ gm$^{-3}$).

4.3.3 QS$^+$-induced upregulation of cells and EPS Production

Figure 4.4. The fraction of upregulated cells (a), and average autoinducer (b) and EPS (c) concentrations for $C_{N,\text{bulk}} = 8$ gm$^{-3}$ (green), 4 gm$^{-3}$ (red), and 1 gm$^{-3}$ (blue). Data represent mean ± SEM of four separate simulations.

Cells in the QS$^+$ biofilm produced and locally released autoinducer molecules which spread throughout the biofilm via diffusion and convection. After the autoinducer concentration reached a threshold value, nearby bacterial cells upregulated resulting in the enhanced production of the autoinducer as well as that of EPS. The fraction of upregulated cells
increased during the exponential growth phase until virtually the entire biofilm rapidly switched from low to high QS activity (Fig. 4.4a). This switch was delayed under low nutrient supply conditions \( (Q_{\text{H.bul}} = 1 \text{ g m}^{-3}) \). The average autoinducer concentration increased monotonically with time for all three bulk nutrient concentrations (Fig. 4.4b). Analogous to the variation of total accumulated biomass, the average EPS concentration in the biofilm also increased rapidly with time in the exponential growth phase, before plateauing in the stationary phase (Fig. 4.4c). The rate of EPS production during the exponential growth phase was highest for the bulk nutrient concentration of 8 g m\(^{-3}\), and decreased for the lower bulk nutrient concentrations (Table 4.1).
Figure 4.5. Distribution of EPS. Visualization of 2D cross-sections showing live cells (green), locations of cell death (red), and EPS without cells (purple) of the QS biofilm for $C_{N,\text{bulk}} = 4 \text{ g m}^{-3}$ at 40 h (a), 90 h (b), 120 h (c), 150 h (d). It is to be noted that the green and red elements may also contain EPS. The isolines show the nutrient concentration distribution. The thickness of the cell-devoid EPS bed for $C_{N,\text{bulk}} = 4 \text{ g m}^{-3}$ (blue) and $C_{N,\text{bulk}} = 1 \text{ g m}^{-3}$ (green) is shown in panel (e).
For $C_{N,\text{bulk}} = 4 \ \text{gm}^3$, upon initiation of cell death ($\sim 80 \ \text{h}$) on the bottom layers, a bed of EPS -- devoid of cells -- developed adjacent to the substratum upon which the rest of the biofilm grew (Figs. 4.5b, c, and d). The height of the EPS bed increased with time (Fig. 4.5e). These results clearly indicate that production of EPS by upregulated cells -- and its subsequent accumulation in the lower regions of the biofilm -- plays a key role in stabilizing the biofilm structure by reducing detachment events. Formation of the EPS bed was not observed for $C_{N,\text{bulk}} = 1 \ \text{gm}^3$ (Fig. 4.5e), validating the idea that under depleted nutrient conditions, bacterial cells at the bottom hold the biofilm together, and that EPS plays a limited role.
4.2.4 Formation of metabolically dormant cellular micro-compartments

Figure 4.6. Illustrative cross-sections showing metabolically inactive cellular micro-compartments in QS biofilms for $C_{N,bulk} = 8 \text{ gm}^3$ at 70 h; cells are categorized into three distinct subpopulations with high (green; greater than 3600 gm$^3$h$^{-1}$), intermediate (blue; 425-3600 gm$^3$h$^{-1}$), and low (pink; less than 425 gm$^3$h$^{-1}$) growth rates. The isolines show the nutrient concentration distribution.

Next, live bacterial cells are categorized into three groups based on their growth rates as follows: dormant cells (growth rate less than 425 gm$^3$h$^{-1}$), and those exhibiting high (greater than 3600 gm$^3$h$^{-1}$), and intermediate (425-3600 gm$^3$h$^{-1}$) growth rates. Fig. 4.6 shows representative cross-sections of the mature biofilm associated with the bulk nutrient concentration of 8 gm$^3$, illustrating the formation of microcolonies in the lower and intermediate layers of the biofilm structure. Low-activity cells (red) were encased within cell clusters of high activity (green). Similar micro-compartments were observed for QS biofilms (data not shown). In this model, the cellular growth rates are influenced by two
variables: $C_N$, and $C_B$ (eq. 3.3). Based on these factors, I propose two possible explanations for the presence of dormant cellular microcolonies in the biofilm: (i) horizontal nutrient concentration gradients may be set up, resulting in increased nutrient concentrations in the lower layers, and hence higher cellular growth rates; and (ii) cells in the red regions may have lower biomass (possibly being newly divided) compared to cells in the green regions underneath, once again resulting in lower nutrient consumption rates, and hence lower growth rates.
Figure 4.7. Distributions of biomass (a), nutrient concentration (b), fraction of dead cells (c), and areal porosity (d) at varying distances from the substratum for $C_{\text{nut,bulk}} = 4 \text{ gm}^{-3}$ for growth times of 20-110 h. The fractions of dead cells in (c) are reported at the time of sloughing for the respective bulk nutrient concentrations. Data represent mean $\pm$ SEM of four separate simulations.

To investigate the spatial variation of heterogeneity, the distribution of biomass and nutrient concentrations at varying distances from the substratum for the bulk nutrient concentration of 4 gm$^{-3}$ were determined. In the early and late exponential growth phases (up to 70 h), the biofilm was homogeneous in the lower and intermediate layers with uniform biomass distribution. The distribution in the upper layers was non-uniform, with biomass decreasing rapidly with increasing distance from the substratum (Fig. 4.7a). The heterogeneity at the
top layers is a consequence of the fact that during cell division new daughter cells are randomly placed in the closest neighbouring locations.

The biomass distribution underwent a dramatic change in the late exponential phase (80-110 h) with a high proportion of the biomass concentrated in the intermediate layers (25-40 μm from the substratum) (Fig. 4.7a). In contrast, the nutrient concentration decreased monotonically with decreasing distance from the substratum (Fig. 4.7b), indicating that a large portion of the nutrient is consumed at the surface, and in the intermediate layers leading to nutrition-depleted niches in the depths. However, it should be noted that under these conditions nutrient concentration levels in the lower layers was high enough to not cause cell death (Fig. 4.7c).

The value of the maximal biomass and the height at which it occurred increased with time (Fig. 4.7a). For instance, at 60 h maximal biomass is observed at a height of 12 μm (0.0014 μg). On the other hand, at 110 h maximal biomass is observed at a height of 33 μm (0.0018 μg). Biomass in the layers in close proximity to the substratum declined rapidly due to cell death occurring in this region of the biofilm (Fig. 4.7c). This can be explained by the fact that in the stationary growth phase the nutrient concentrations reduced to very low levels (<0.2 ± 0.06 μm) within a distance of 24 μm from the substratum (Fig. 4.7b). This, in turn, is a consequence of the fact that cells in the topmost and intermediate layers of the biofilm consume nutrient, allowing less of it to penetrate to the depths of the biofilm.

Immediately prior to sloughing, maximal cell death was observed in the lower layers of the biofilm for bulk nutrient concentrations of 4 and 8 g m⁻³ (Fig. 4.7c). Approximately three-fourths of the cells on the lowest layer died for $Q_{b, bulk} = 8$ g m⁻³, whereas a little over half the cells on the lowest layer died for $Q_{b, bulk} = 4$ g m⁻³. On the other hand, for the lowest bulk nutrient concentration of 1 g m⁻³, the distribution of dead cells remained virtually constant across all layers of the biofilm (Fig. 4.7c). Sloughing did not occur under these conditions (Fig. 4.7a).

Interestingly, for the highest bulk nutrient concentration (8 g m⁻³), cell death happened due
to starvation (low nutrient consumption-to-maintenance ratio) whereas for the intermediate and low bulk nutrient concentrations (1, 4 gm³), cell death occurred due to cells being in the stationary phase for the prescribed limit (24 h). Along these lines, nutrient availability -- and hence the nutrient consumption rate -- in the lower layers was less for the higher bulk nutrient concentration of 8 gm³ compared to that for C_{N,\text{bulk}} = 4 \text{ gm}^3 and C_{N,\text{bulk}} = 1 \text{ gm}^3. For instance, the average nutrient concentrations at the dimensionless biofilm height of 0.5 increased with decreasing bulk nutrient concentrations (0.08 \pm 0.007 \text{ gm}^3, 0.26 \pm 0.03 \text{ gm}^3, and 0.95 \pm 0.01 \text{ gm}^3 for bulk nutrient concentrations of 8 \text{ gm}^3, 4 \text{ gm}^3, and 1 \text{ gm}^3, respectively). Consequently, amongst the three bulk nutrient concentrations studied, the nutrient consumption rates near the substratum were the lowest for Q_{t,\text{bulk}} = 8 \text{ gm}^3 compared to those for C_{N,\text{bulk}} = 1, 4 \text{ gm}^3. A similar behaviour was observed for QS\textsuperscript{-} biofilms (Fig. 4.7c).

Thus, there was a negative correlation between the bulk nutrient concentration and nutrient availability in the lower regions of the biofilm, with nutrient availability being the lowest for the highest bulk nutrient concentration of 8 \text{ gm}^3, and the highest for the bulk nutrient concentration of 1 \text{ gm}^3. This effect became more pronounced towards the end of the exponential growth phase, as the biofilm approached the stationary phase. This can be explained by the fact that because of the high growth rate, the number of cells/total biomass in the intermediate regions is highest for Q_{t,\text{bulk}} = 8 \text{ gm}^3. This, in turn, causes the nutrient consumption rates to be high, consequently reducing the availability of nutrients in the lower regions.

The areal porosity was minimal in the exponential growth phase (up to 80 h) (Fig. 4.7d). Subsequently, in the stationary phase, areal porosity increased with time. This is a consequence of an upsurge in cell death events in the stationary phase, thereby creating cell-devoid pockets in the interior of the biofilm. Maximal areal porosity was observed in the intermediate layers, and decreased for layers closer to the substratum. This indicates that although the biomass density near the substratum is low, the biofilm is more compact in this region. Prior to sloughing, the biomass and nutrient distributions were found to be similar for the QS\textsuperscript{+} biofilms (data not shown).
Figure 4.8. Distribution of upregulated bacterial cells (a), and concentration distributions for the autoinducer (b) and EPS (c) for $G_{i,bulk} = 4 \text{ gm}^{-3}$ for QS+ biofilms. Data represent mean ± SEM for four separate simulations.

For biofilms utilizing QS, the number of upregulated cells increased with time (Fig. 4.8a), resulting in a corresponding increase in the average autoinducer (Fig. 4.8b) and EPS concentrations (Fig. 4.8c). Although the entire biofilm was primarily comprised of upregulated cells (Fig. 4.4a), maximal autoinducer and EPS concentrations occurred in the lower layers, and decreased farther away from the substratum (Figs. 4.8b, 4.8c). This could be explained as follows: nonuniform distribution of bacterial biomass results in spatially irregular rates of autoinducer production. Maximal autoinducer production occurs in the intermediate layers (with highest biomass concentrations), with production rates decreasing in the top and bottom layers. Thus, vertical autoinducer concentration gradients are set up, resulting in diffusion towards the DBL and the substratum. The no-flux boundary condition at the substratum results in the accumulation of the autoinducer in the lower region of the biofilm. On the other hand, the Dirichlet condition applied at the DBL causes the autoinducer in the top layers to be removed from the domain. In the stationary growth phase, although biomass density near the substratum was low, EPS concentrations were high and uniform. This is a consequence of the fact that EPS produced by cells prior to dying remains within the domain, causing EPS to accumulate in this part of the biofilm.
Figure 4.9. Biofilm heterogeneity, expressed as the coefficients of variation for the biomass (a) and nutrient concentration (b), tracked over time under two nutrient conditions (C_{N, bulk} = 8, 4 gm^{-3}); variation of heterogeneity in biomass (c) and nutrient concentration (d) as a function of the distance from the substratum; comparison of biomass heterogeneity for QS and QS biofilms for C_{N, bulk} = 8 gm^{-3} is shown in panel (a). Data represent mean ± standard error of mean (SEM) of four replicate simulations.

At the bulk nutrient concentration of 8 gm^{-3}, the overall biomass heterogeneity increased rapidly in the early exponential phase, and reached a maximum of 0.28 ± 0.004 at 30 h. As the biofilm developed further -- resulting in an increase in the number of mature cells -- a corresponding lowering of the overall biomass heterogeneity was observed. Heterogeneity remained virtually constant after 40 h of biofilm growth. A similar trend was observed for biofilms associated with the bulk nutrient concentration of 4 gm^{-3} (Fig. 4.9a). The QS+...
biofilm was more heterogeneous compared to the QS biofilm at all times tested (Fig. 9a). This could be a direct consequence of the nonuniform distribution of EPS in the QS biofilm (Fig. 4.8c). In contrast, the coefficient of variation for the nutrient concentration increased monotonically with time in the exponential growth phase for both bulk nutrient concentrations studied (Fig. 4.9b). In the lag phase, nutrient concentration was homogeneous throughout the biofilm (Fig. 4.9b). In the early exponential growth phase nutrient heterogeneity was maximal in the lowermost layers (Fig. 4.9d). In the late exponential and stationary phases, maximal heterogeneity was observed in the intermediate layers (Fig. 4.9d). This correlates with the observation that in the late exponential phase the proportion of biomass in the intermediate layers is maximal (Fig. 4.7a).

Next, the spatial variation of biofilm heterogeneity for the bulk nutrient concentration of 8 gm\(^{-3}\) was investigated. At low time points (up to 60 h), biofilm heterogeneity was low throughout the bulk of the biofilm, and was virtually independent of the distance from the substratum. The heterogeneity showed a marked increase near the DBL because of the stochastic nature of the cell division process in the top layers. Beyond 60 h, biofilm heterogeneity showed a significant increase in the lower layers (Fig. 3.9c). This is a consequence of the initiation of cell death events at the 60 h time point. At 80 h, the heterogeneity at the lowest layer reached a maximum (8.4 ± 0.4), resulting in sloughing of the biomass. Taken together, this analysis suggests that sloughing of the biofilm is a direct consequence of the increased biomass heterogeneity in the lower regions of the biofilm. The enhancement of the local heterogeneity near the substratum can be explained by the increased rates of cell death in this portion of the biofilm.

4.3 Conclusions

While it is well-known that biofilm-associated microorganisms are more tolerant to antibiotics compared to their planktonic counterparts, it is only subpopulations of cells that exhibit increased antibiotic resistances. However, the underlying biophysical mechanisms for the emergence of these antibiotic-insensitive subpopulations remain obscure. A systematic investigation of the spatiotemporal variation of structural and chemical heterogeneity in biofilms could aid in delineating mechanisms of antibiotic resistance at the fine scale. In this
work, an individual-based cellular automata model is used to simulate biofilm growth under diverse nutrient conditions, in the presence and absence of quorum sensing. Each bacterium was modelled as an independent entity, allowing us to monitor structural and chemical heterogeneity of the biofilm as a function of time and space.

The key findings are summarized below:

1. Mature biofilms comprise of three structurally distinct layers: a highly porous homogeneous region sandwiched between two compact regions of high heterogeneity. This results in the formation of a mushroom-like structure with a low-density, high-volume "head," supported by a compact, low-volume "stalk" underneath.

2. Biofilms utilizing QS grow faster and are more heterogeneous compared to their QS counterparts. An additional layer of EPS -- devoid of cells -- forms atop the substratum, upon which the rest of the biofilm continues to develop. In agreement with experimental results, the model predicts that biofilms utilizing QS are structurally more stable, exhibiting a prolonged stationary growth phase, and a resistance to sloughing.

3. Whereas the biomass distribution is virtually uniform throughout the biofilm in the lag and early exponential growth phases, it undergoes a dramatic transformation in the late exponential and stationary phases with maximal biomass occurring in the middle layers of the biofilm. The heterogeneity and thickness of the lowermost layer increased with time, ultimately leading to sloughing. This is a direct consequence of preferential cell death occurring in close proximity to the substratum.

4. This model is able to illustrate the formation of microcolonies comprising of metabolically inactive cells surrounded by cells exhibiting high growth rates. We hypothesize that these dormant cellular micro-compartments represent sites of low antibiotic susceptibility. There are two possible reasons for this: (i) the surrounding high-activity cell clusters may present a reaction-diffusion barrier, thereby decreasing antibiotic penetration to the microniches, and (ii) low-activity cells may consume antibiotics at a diminished rate, thereby reducing efficacy of treatment. A systematic investigation of the structural properties of these sections of the biofilm, and their response to antibiotic treatment may shed light on the biophysical mechanisms of antibiotic resistance.

In the future, we plan to use the current model to investigate the response of bacterial
biofilms to antibiotic treatment. Since the model simulates spatiotemporal variability of biofilm constituents (such as biomass, EPS, nutrient, and signalling molecules), it may be instructive to correlate antibiotic-resistant of bacterial biofilms with the emergence of metabolically inactive cell clusters.
Chapter 5. A 3D individual-based model to investigate the spatially heterogeneous response of bacterial biofilms to antimicrobial agents

5.1 Introduction

Biofilms are surface-associated communities of microorganisms embedded in an extracellular matrix composed primarily of self-produced polysaccharides [3, 184]. Biofilms shelter bacteria from environmental stresses and from the host immune response, thereby increasing resistance to antibiotics and phagocytosis, as well as to other components of the innate and adaptive immune systems [185, 186]. Several mechanisms -- acting synergistically -- contribute to the reduced antimicrobial and biocide susceptibility that is characteristic of biofilm communities. Expression of specific genes may allow biofilm bacteria to actively adapt to, and survive, antimicrobial exposure [29, 187-190]. For instance, the ndvB locus has been identified as a P. aeruginosa biofilm-specific antibiotic resistant gene; ΔndvB biofilms were 16-fold more susceptible to tobramycin and 8-fold more susceptible to both gentamicin and ciprofloxacin than wild-type biofilms [82]. In response to antibiotic treatment, overexpression of toxins that inhibit essential functions such as translation may contribute to the transformation of biofilm bacteria to an antibiotic tolerant phenotype [191]. These genetic mechanisms attribute resistance of the biofilm to antibiotic tolerance at the single-cell level [192, 193].

Antibiotic resistance may also emerge as a consequence of physiological characteristics inherent to the biofilm mode of growth [3, 194]. Biofilms are characterized, among other things, by the presence of nutrient and antibiotic gradients, diffusion and penetration limitations, and a matrix of extracellular polymeric substances (EPS) [32, 195, 196]. Bacteria growing in biofilms are physiologically heterogeneous, due in part to their adaptation to local environmental conditions. They occupy a spectrum of growth states
from rapidly growing and active to slow-growing and dormant. Consequently, distinct microcolonies with clusters of bacterial cells may develop within the biofilm where cellular physiology is different from surroundings in terms of metabolic activity, secretion of EPS, and concentrations of nutrients and antimicrobial agents [31, 32, 197, 198]. This intrinsic physiological heterogeneity of biofilms may play a role in the adaptive stress response, and contribute to the protection of cells [62]. Experimental evidence suggests that it is only certain subpopulations within biofilms that show greatly increased phenotypic resistance to treatment, whereas the remaining cells exhibit sensitivity [33, 89, 199]. A particular antimicrobial agent may effectively target certain populations of cells, but leave the remaining cells viable, allowing them to repopulate the biofilms when the treatment is stopped. For instance, cells deep within P. aeruginosa biofilms are reported to be in a metabolically inactive, antibiotic-tolerant state, whereas cells at the periphery are faster growing, and susceptible to antimicrobial agents such as ciprofloxacin, tetracycline, and tobramycin [200, 201]. The biophysical mechanisms underlying this spatially non-uniform response of biofilms to antimicrobial treatment remain incompletely understood.

The lowest concentration of the antimicrobial agent required to eradicate the biofilm is termed the minimum biofilm eradication concentration (MBEC) [92]. Subjecting the biofilm to sub-lethal concentrations of the antibiotic (sub-MBEC) enhances biofilm formation in vitro [202-204]. For instance, subjecting P. aeruginosa biofilms to sub-MBEC treatment induces genetic triggers that result in the enhanced formation of colonic acid [205]. This, in turn, causes an increase in the synthesis of EPS which contributes to the protection of the bacterial population. Antibiotic-induced biofilm formation has clinical relevance because bacteria are exposed to low concentrations of antibiotics at the beginning and the end of treatment, or continuously during low-dose therapy [204]. Investigating the reasons for survival of biofilms in response to sub-MBEC treatment of antibiotics may help delineate biophysical mechanisms of antibiotic resistance.

Quorum sensing (QS) is a process by which bacteria coordinate their behaviour in a cell-density dependent manner by producing and detecting signalling molecules called autoinducers [65, 69, 70]. QS has been shown to control the amount of EPS synthesis in P.
aeruginosa biofilms [66, 67, 72, 78, 173]. Furthermore, experimental investigations support the role of QS-regulated EPS in the resistance of P. aeruginosa biofilms to antibiotic treatment [74]. The EPS matrix protects the biofilm by impeding penetration of tobramycin via ionic interactions at the periphery [25, 78]. In addition, antibiotic susceptibility of S. aureus biofilms towards vancomycin increases in the presence of QS-inhibitors by deactivating EPS biosynthesis [79]. Nutrient concentration gradients in QS biofilms may induce spatio-temporal heterogeneity in autoinducer secretion, which may, in turn, result in microscale variation in EPS production. How the spatial heterogeneity of EPS influences the heterogeneous response of biofilms to antibiotics is currently not known.

Previously a three-dimensional, individual-based computational model is formulated and analysed to simulate biofilm growth dynamics, and to quantify spatial heterogeneity in the bacterial population as a function of nutrient availability and quorum sensing [106]. The model treats bacterial cells as individual entities with their own states, thereby allowing for variability between individual behaviours with respect to their growth rates, antibiotic and nutrient uptake rates, autoinducer production, up-regulation and down-regulation states, and EPS secretion. The individual-based, discrete nature of the model combined with physical dynamics causes chemical and structural heterogeneities within the biofilm to emerge as a consequence of the actions and interactions of the cells with each other, and with the surrounding environment, rather than being a model input. In this work, response of QS and QS⁻ biofilms to treatment with antibiotics, and the influence of heterogeneity on this response are investigated. The goal was to answer the following questions: (1) Do local physiological and chemical heterogeneities in the biofilm influence the spatially heterogeneous antibiotic resistance in the absence of genetic triggers? (2) What roles do biophysical and cellular processes play in enhanced biofilm formation in response to treatment with sub-lethal doses of antibiotics? (3) What role does EPS play in the heterogeneous response of the biofilm to antibiotic treatment? These results indicate that during the initial stages of treatment, the proportion of the fast-growing, metabolically active subpopulation decreases due to exposure to the antibiotic. This results in an increase in the nutrient availability to the dormant cells in the inner regions of the biofilm. I propose that this triggers a transformation from the dormant state to the metabolically active state, and that this transformation is a key mechanism of resistance. When subjected to sub-MBEC treatment,
antibiotic-induced cell death at the biofilm surface leads to increased nutrient availability in the inner regions, resulting in enhanced growth compared to the untreated biofilm. Due to the protective influence of EPS, QS<sup>-</sup> biofilms required a higher concentration of the antibiotic to eradicate compared to the QS biofilms.

5.2 Methods

5.2.1 Bacterial heterogeneity based on growth rates

Cells within the biofilm are classified into three groups based on their growth rates: cells exhibiting (i) high (HGR), (ii) intermediate, and (iii) low growth rates (LGR). The growth rate of each cell is evaluated as the change in biomass over a period of 4 h. Growth rates vary from \( \sim 10 \) to \( \sim 10,000 \) gm<sup>3</sup>h<sup>-1</sup>. After 64 h of growth (in the absence of antibiotic treatment), cells are sorted from highest to the lowest growth rates. The top 10% of the cell population is classified as HGR, and the bottom 10% as LGR. This percentage of HGR is in agreement with experimental observations that suggest that the proportion of active bacteria in biofilms is range from \( \sim 5\%-35\% \) [206, 207]. Using this methodology, the threshold growth rate above which cells are classified as HGR is set to 6000 gm<sup>3</sup>h<sup>-1</sup>, and that below which cells are classified as LGR is set to 425 gm<sup>3</sup>h<sup>-1</sup>.
5.3 Results

5.3.1 Biofilm growth dynamics in response to antibiotic treatment

Figure 5.1. Growth dynamics of QS and QS+ biofilms in the absence and presence of antibiotic treatment. The number of live cells as a function of time for $C_{N,\text{bulk}} = 4 \text{ gm}^{-3}$ for the untreated QS biofilm (green), and when subjected to a continuous 24h (64-88 h) treatment of sub-MBEC $C_{ab,\text{bulk}} = 33 \text{ gm}^{-3}$, red), and MBEC ($C_{ab,\text{bulk}} = 34 \text{ gm}^{-3}$, blue); the QS+ biofilm is subjected to $C_{ab,\text{bulk}} = 34 \text{ gm}^{-3}$ (orange) (a), comparisons of average nutrient concentration (b), spatial distribution of average nutrient concentration (c) and spatial distribution of fraction of dead cells (d) for the QS biofilm subjected to sub-MBEC and the untreated biofilm. Data in panels (c) and (d) are reported at 88 h, the time point at which treatment stops. The arrows in panel (a) represent – initial (64 h) and end (84 h) time points of antibiotic treatment. Data represent mean ± standard error of mean (SEM) of four replicate simulations.
The growth dynamics of a bacterial biofilm over a period of 200 h was simulated, in the presence and absence of QS. In select runs, the biofilm was subjected to a continuous antimicrobial treatment ($C_{ab, bulk}$ ranging from 15 to 60 gm$^3$) for duration of 24 h, initiated after 64 h of growth (cell number $\sim$10,000). Whereas subjecting the biofilm to $C_{ab, bulk}$ of 34 gm$^3$ resulted in complete removal after 21 ± 0.5 h of treatment (Fig. 5.1a), a slightly lower antibiotic concentration (33 gm$^3$) was insufficient to eradicate the biofilm. Interestingly, biofilms treated with sub-MBEC ($C_{ab, bulk}$ of 33 gm$^3$) exhibited a prolonged lifetime compared to even the untreated biofilms, with the former sloughing off at 184 ± 2.7 h while the latter at 113 ± 0.5 h (Fig. 5.1a). This is in line with the experimental observation that sub-MBEC treatment enhances biofilm formation [208]. The average nutrient concentration within the sub-MBEC-treated biofilm increased monotonically with time, and was higher compared to the untreated one (Fig. 5.1b). This is a consequence of the fact that antibiotic-induced cell death in the sub-MBEC-treated biofilm causes the live cell number – and hence, the overall nutrient consumption – to decrease. In contrast, bacterial biomass in the untreated biofilm increases with time, resulting in increased nutrient consumption and reduced average nutrient concentration compared to the sub-MBEC-treated biofilm. The spatial distribution of nutrient concentration (measured as a function of the distance from the substratum) shows that nutrient penetration to the lower layers in the untreated biofilm was lower compared to the treated biofilm (Fig. 5.1c). This, in turn, causes cell death to occur near the bottom for the untreated biofilm, subsequently leading to sloughing (Fig. 5.1d). These findings are in agreement with experimental results showing that localized nutrient starvation is an environmental cue for the sloughing of biofilms [57]. In contrast, cell death was restricted to the top layers in the sub-MBEC-treated biofilm (Fig. 5.1d). In agreement with experimental observations, sub-MBEC-treatment does not fully eradicate bacteria during the treatment phase [101], and biofilm thickness was restored to pre-treatment levels within 24 h after exposure to the antibiotic.

MBEC for the QS$^+$ biofilm was 51 gm$^3$, and was significantly higher than that for QS. Comparing responses of the QS and QS$^+$ biofilms when subjected to a bulk antibiotic concentration of 34 gm$^3$ showed that whereas there was no significant difference in the viable cell counts for the first 8 hours of treatment, the live cell number for the QS biofilm reduced at a lower rate for the rest of the treatment (Fig. 5.1a).
5.3.2 Comparison of responses to MBEC- and sub-MBEC-treatments

Figure 5.2. Response of the biofilm to MBEC and sub-MBEC treatments. The average antibiotic concentration (a) and fraction of dead cells (b) as a function of time, upon treatment with MBEC (blue) and sub-MBEC (red). Spatial profiles for antibiotic concentration (c), and fraction of dead cells (d) after 16 h of treatment for the MBEC-treated (blue) and sub-MBEC-treated (red) biofilms. Data represent mean ± standard error of mean (SEM) of four replicate simulations.

To investigate the dramatically different responses of the QS biofilms subjected to two slightly different antibiotic concentrations (MBEC and sub-MBEC), the temporal variation in the average antibiotic concentrations within the biofilms was tracked. A small difference in the bulk antibiotic concentrations (1 gm³) was amplified to a much larger difference in average antibiotic concentrations within the biofilms; this difference was more pronounced
at higher time points (after ~12 h of treatment) (Fig. 5.2a). This, in turn, led to higher cell death events in MBEC-treated biofilms compared to the ones treated with sub-MBEC (Fig. 5.2b). Under these conditions (after ~12 h of treatment), antibiotic penetration to the lower layers was more effective in the biofilm treated with MBEC compared to the one treated with sub-MBEC (Fig. 5.2c). For instance, after 16 h of treatment, the average antibiotic concentration at the substratum of the biofilm exposed to MBEC was ~7.5 times that of the biofilm treated with sub-MBEC (Fig. 5.2c). This marked difference in local antibiotic concentrations in the lower regions of the biofilm resulted in significantly higher death events for the MBEC-treated biofilm compared to the biofilm treated with sub-MBEC (Fig. 4.2d). Whereas ~30% of the cells in the lowest layer died when the biofilm was subjected to MBEC, negligible cell death (~2%) occurred near the substratum of the sub-MBEC-treated biofilm (Fig. 4.2d). This difference in the fraction of dead cells at the bottom layers of the biofilm was observed at all treatment time points, ultimately leading to the eradication of the MBEC-treated biofilm. Similar trends were observed for the QS biofilm upon MBEC- (51 gm⁻³) and sub-MBEC (50 gm⁻³) treatments (data not shown).

5.3.3 Correlation between cellular metabolism rates and antibiotic-induced death

Biofilms comprise of bacterial cells in a wide range of physiological states, resulting in a spatially heterogeneous system. To investigate the influence of this spatial heterogeneity on the response of the biofilm to MBEC- and sub-MBEC treatments, live cells were categorized into three groups based on their growth rates: (i) metabolically active cells, exhibiting high growth rates (HGR), (ii) intermediate, and (iii) dormant cells, exhibiting low growth rates (LGR). There was a strong correlation between dead cells and HGR-cells in the presence of antibiotic treatment. On an average, during treatment, 59.79 ± 6.1% of HGR died at any given time step. On the other hand, LGR-cells were less susceptible to killing by antibiotic (~ 0.001%). In stark contrast, in the absence of antibiotic treatment, there was a strong correlation between dead cells and LGR-cells, with 34.15 ± 2.8% of LGR dying on an average at any given time step. Under these conditions, cell death occurred predominantly due to nutrient starvation at later time points (80 h onwards). The number of dead HGR-cells was negligible in the untreated biofilm.
5.3.4 Spatial distribution of heterogeneous subpopulations in biofilms during treatment

Figure 5.3. Growth dynamics of subpopulations in the presence of antibiotic. Comparison of fraction of dormant cells (a), fraction of metabolically active cells (b) as a function of time for $C_{N,\text{bulk}} = 4 \text{ gm-}3$. QS biofilms treated with MBEC (blue) and sub-MBEC (red), and QS$^+$ biofilm subjected to $C_{ab,\text{bulk}}$ of 34 gm-3 (green). Data represent mean ± standard error of mean (SEM) of four replicate simulations.

Next, the dynamics of the distinct growth-rate-based cell subpopulations in QS and QS$^+$ biofilms in response to antibiotic treatment were tracked. Based on the fraction of HGR- and LGR-cells, three distinct phases were observed during 24 h of continuous antibiotic treatment (Figs. 5.3a and 5.3b). In the first phase that lasted ~4h, the total biomass reduced dramatically (~40% reduction). In this phase, the fraction of dormant cells increased with time, reaching a peak after 4h of treatment (Fig. 5.3a). On the other hand, the subpopulation of active cells decreased with time (Fig. 5.3b). After 4 h, the antibiotic consumption rates by dormant cells in the MBEC-treated biofilms were ~17 times higher compared to those of active cells (50.5 ± 9.4 gm$^3$ h$^{-1}$ for dormant cells, versus 850.5 ± 65.4 gm$^{-3}$ h$^{-1}$ for active cells). This indicates that metabolically active cells at the distal edge of the biofilm act as a reaction-diffusion barrier, thereby reducing antibiotic penetration to the LGR-cells near the substratum. This results in lower antibiotic uptake rates by the LGR-cells, allowing them to survive antibiotic treatment. The second phase lasted for ~8h, and was characterized by a decrease in the number of dormant cells (Fig. 5.3a). For the biofilm treated with MBEC, phases I and II were qualitatively similar to those observed for sub-MBEC treated biofilm. However phase II is delayed and prolonged in the biofilms treated
with sub-MBEC (~5 h to 18 h) in comparison with MBEC-treated biofilms (4h to 12 h). The third phase was characterized by the complete eradication of the MBEC-treated biofilm. In contrast, the sub-MBEC-treated biofilm survived in phase III. More importantly, the fraction of active cells in the third phase of sub-MBEC treatment increased, resulting in the regrowth of the biofilm after the termination of antibiotic treatment.

The QS+ biofilm survived treatment at $C_{ab,bulk}$ of 34 gm$^{-3}$. In contrast to the QS biofilm, the fraction of dormant cells increased monotonically in the third phase of QS biofilms (Fig. 5.3a). This could be a direct consequence of the increased viable cell number during treatment (Fig. 5.1a), resulting in reduced nutrient availability in the lower regions of the biofilm. This starvation may lead to lower metabolic activity. Although both QS and QS+ biofilm survived treatment with 33 gm$^{-3}$, the mechanisms of survival appear to be different. Whereas the QS biofilm survives by rapidly transforming the metabolically inactive cells into active ones, the survival of the QS+ biofilm is a consequence of reduced exposure of the dormant cells to antibiotic.
5.3.5 Spatial distribution of growth rates
Figure 5.4. Spatial heterogeneity in treated QS and QS$^+$ biofilm. Comparison of sub-MBEC (panels a, d, g, j, and m) and MBEC-treated QS biofilms (panels b, e, h, k, n) and MBEC- treated QS$^+$ biofilms (panels c, f, i, l, o) at different time points during 24 h treatment period. The spatial distribution of the fraction of dormant cells (panels a-c), active cells (panels d-f), and dead cells (panels g-i), local nutrient (panels j-l), and antibiotic concentrations (m-o). Data represent mean ± standard error of mean (SEM) of four replicate simulations.

To investigate the biophysical mechanisms for the formation of surviving cell pockets within the antibiotic-treated biofilm, the growth rates of individual cells, the distribution of dead cells, and local nutrient and antibiotic concentrations as a function of their position within the biofilm were tracked. Prior to exposure to antibiotics (64 h of growth), a majority of the metabolically active cells are located at the upper layers (Figs. 5.4a-c), and dormant cells are localized at the lower layers (Figs. 5.4d-f). Upon initiation of treatment, cells at the biofilm-bulk liquid interphase are exposed to the antibiotic, resulting in cell death; cell death in the lower regions during this time period is negligible (Figs. 5.4g-i). Because of the consumption of antibiotic by active cells in the top layers, antibiotic penetration to lower layers is reduced (Figs. 5.4m-o). Cells in the lower layers are, thus, able to survive the initial period of treatment. Consequently, the fraction of dormant cells increases near the substratum and active cells decreased at the top (Figs. 5.4d-f). At the end of phase I (4-6 h of treatment), nutrient penetration increased to the interior of the biofilm (Figs. 5.4j, 5.4k). Subsequently, dormant cells located in the lower layers of the biofilm had improved nutrient accessibility, resulting in increased growth rates. This, in turn, results in the transformation of inactive cells to the metabolically active state. This is validated by the observation that the fraction of dormant cells decreases and the fraction of active cells increases near the substratum over time (Figs. 5.4a, 5.4b, 5.4d, 5.4e).

Antibiotic penetration to the lower layers in the MBEC-treated biofilm was higher compared to that in the sub-MBEC-treated biofilm (Fig. 5.4m, 5.4n). In the surviving QS biofilm (exposed to $C_{ab,bulk}$ of 34 gm$^{-3}$), even the topmost bacterial cell was exposed to a local antibiotic concentration that was always less than 30% of the bulk value (Fig. 5.4o).
This is a direct consequence of the sequestration of the antibiotic by the cell-devoid layer of EPS that forms at the distal edge of the biofilm (Fig. 5.5a). In stark contrast, in the QS biofilm subjected to treatment with MBEC, the local antibiotic concentration even at the substratum increased with time, reaching a maximum value of 22.5% of the bulk antibiotic concentration (after 20 h of treatment). Under these conditions, the local antibiotic concentration to which the topmost cell in the biofilm was exposed was as high as 50%.
5.3.6 Influence of QS-regulated EPS production on antibiotic resistance in biofilms

Figure 5.5. Comparison of the response of QS and QS− biofilms to antibiotic treatment. Thickness of the cell-devoid layer of EPS at the top of the biofilm plotted as a function of treatment time (a), the difference between the average antibiotic concentrations at the biofilm surface and the substratum for QS (blue) and QS− (red) biofilms subjected to \( C_{ab, bulk} \) of 34 gm\(^{-3}\) (b), the average killing depth for QS+ (blue) and QS− biofilms subjected to \( C_{ab, bulk} \) of 34 gm\(^{-3}\) (red) and \( C_{ab, bulk} \) of 33 gm\(^{-3}\) (green) (c), and the total EPS produced for QS− biofilms subjected to \( C_{ab, bulk} \) of 50 gm\(^{-3}\) (red) and \( C_{ab, bulk} \) of 51 gm\(^{-3}\) (blue) (d). Data represent mean ± standard error of mean (SEM) of four replicate simulations.
Next, the responses of the QS (MBEC = 34 gm⁻³) and QS⁺ (MBEC = 51 gm⁻³) biofilms subjected to $C_{ab, \text{bulk}}$ of 34 gm⁻³ was compared. A cell-devoid layer of EPS is formed at the top of the QS⁺ biofilm, and the thickness of this layer increases as treatment proceeds (Fig. 5.5a). The extent of antibiotic penetration was quantified as the difference between the average antibiotic concentration at the surface of the biofilm and that at the substratum; lower the difference, higher the extent of penetration. Antibiotic penetration in the QS biofilm was significantly lower compared to that in the QS biofilm (Fig. 5.5b), indicating that EPS sequesters antibiotic, thereby lowering the local concentrations in the interior of the biofilm. The largest distance from the surface of the biofilm at which antibiotic-induced cell death occurs was termed the killing depth. In agreement with the observation of fig. 5.5b, the killing depth for the QS biofilms was higher than that for the QS⁺ biofilm. The killing depth decreased monotonically with time for both QS and QS⁺ biofilms as the biofilm thickness reduced. Interestingly, the QS⁺ biofilm subjected to a sub-MBEC treatment ($C_{ab, \text{bulk}}$ of 50 gm⁻³) exhibited enhanced EPS production compared to that when subjected to the MBEC treatment (Fig. 5.5d).
Figure 5.6. QS Biofilms treated with sub-MBEC (a, b, c, d, e) and MBEC (f, g, h, i, j), and QS\(^+\) biofilms treated with MBEC (k, l, m, n, o). Visualization of 2D cross-sections showing high growth rate (green), intermediate growth rate cells (cyan), low-growth rate (blue), and locations of cell death (red), of the \(Q_{t,bulk} = 4 \text{ gm}^{-3}\) biofilm after 0 h, 1 h, 4 h, 20 h, and 24 h of antibiotic introduction. The yellow color represents EPS in QS\(^+\) biofilm. The isolines show the antibiotic concentration distribution.

Fig. 5.6 shows representative biofilm cross-sections at various stages of the response, illustrating the formation of surviving cell pockets within antibiotic-treated QSand QS\(^+\) biofilms. After the first hour of treatment (panels 5.6a, 5.6e, and 5.6i), dormant cells (pink) were localized in the interior of the biofilm, and were surrounded by layers of cells exhibiting high (green), and intermediate (blue) growth rates. Antibiotic-induced cell death events
(red) occurred at and near the biofilm-bulk liquid interface. For the QSbiofilms, thickness reduces as treatment continues, resulting in increased nutrient availability in the bottom layers. This causes the slow-growing (pink) cells to transform into cells with intermediate- (blue) and high- (green) growth rates. This is evident by the diminishing population of slow-growing cells in panels (5.6b), (5.6c), (5.6g), and (5.6h). For the QS biofilm, antibiotic-induced cell death events at the top resulted in the formation of a thin cell-devoid layer of EPS (yellow). This result is in agreement with experimental investigations that indicate that EPS was most abundant at the upper layers of the biofilm [209]. Antibiotic penetration was hindered by an interaction with the matrix of EPS, and results in the protection of bacterial cells in the lower layers. These results are in agreement with previous experimental investigation that suggests that the production of EPS by QS, and the subsequent accumulation in the upper regions of the biofilm, plays a key role in biofilm resistance [25].

5.4 Conclusions

Although bacteria are traditionally investigated as planktonic entities, they predominantly occur as sessile, substratum-associated biofilms. Bacteria associated with the biofilm mode of growth are more resistant to antibiotics, compared to their planktonic counterparts. Several hypotheses have been proposed to explain this resistance including upregulation of virulence factors, formation of persister cells, genetic manipulations, slow penetration of the antibiotic, and the presence of dormant, slow-growing cells. Most of these mechanisms involve antibiotic resistance at the single-cell level, and do not account for the effects of intercellular population dynamics. Physical mechanisms of resistance like retarded penetration of the antibiotic may be a factor in the early stages of treatment, but as treatment proceeds and cells at the top die, antibiotic penetration to the lower layers increases. Hence, retarded penetration of the antibiotic may not be a sufficient explanation as a protecting mechanism in biofilms.

Biofilms comprise of physiologically distinct subpopulations of cells exhibiting varying growth rates, due in part to their adaptation to local environmental conditions. This model is previously characterized this spatial heterogeneity in biofilms [106]. Interestingly,
response of biofilms to an antibiotic challenge is also heterogeneous, with only certain subpopulations becoming resistant while the rest of the biofilm remains sensitive. The main goal was to investigate the influence of the biophysical features of the biofilm mode of growth on antibiotic resistance, when each individual cell itself is not necessarily tolerant to antibiotics. This may help delineate the effect of population dynamics on the antibiotic resistance in biofilms. I also wished to correlate the inherent spatial heterogeneity of biofilms at the cellular level to their heterogeneous response to treatment. Consequently, in this model, each bacterium was modelled as an independent entity, allowing us to monitor structural and chemical heterogeneities in the biofilm and in its response to treatment as a function of time and space.

The minimum antibiotic concentration required to eradicate biofilms is first estimated, followed by estimation of largest antibiotic concentration that the biofilm is able to survive. These conditions are used to further investigate mechanisms of antibiotic resistance in biofilms. Small differences in the bulk antibiotic concentrations were amplified into much larger differences in local antibiotic concentrations to which cells are exposed. Small differences in the bulk antibiotic concentrations were amplified into much larger differences in local antibiotic concentrations to which cells are exposed. When subjected to MBEC and sub-MBEC treatments, the local antibiotic concentration near the substratum for the MBEC-treated biofilm was \( \sim 13 \) times higher compared to that for the sub-MBEC-treated biofilm, although the difference in the bulk antibiotic concentrations was small (1 \( \text{g/mL} \)). \( \text{QS}^+ \) (non-EPS producing) biofilms, subjected to an antibiotic challenge, responded by increasing the rate of transformation of dormant cells into faster growing, metabolically active cells. In contrast, \( \text{QS}^- \) biofilms responded by enhancing the rate of EPS production. Overall, insights into these biophysical mechanisms associated with the biofilm mode of growth may pave the way for novel therapeutic strategies to combat the antibiotic resistance of biofilms.
Chapter 6. Future work

6.1 Polymicrobial biofilms

Biofilms can be composed of a bacterial population that develops from a single species or a co-aggregation of multiple bacterial species [1]. By including multiple bacterial species into a single community, the biofilm achieves numerous advantages such as passive resistance [210], metabolic cooperation [211], by-product influence [210], an enlarged gene pool with more efficient DNA sharing[212], induced virulence traits [213], and modulation of host immune response, all of which can promote polymicrobial infection. For instance, when anaerobic bacteria are grown along with aerobic bacteria in a mixed biofilm in oral infections, aerobic bacteria at the surface of dental plaque consume oxygen, thereby providing anaerobic conditions within the deeper layers of the biofilm in which anaerobic bacteria can multiply [214]. Polymicrobial infections are often associated with increased infection severity and poorer patient outcome than mono microbial infections because of complementary resistance to antibiotics [215]. Biofilms of a hospital isolate Bacillus subtilis protect S. aureus from biocide peracetic acid action, thereby contribute to the establishment of chronic nosocomial infections [216].

Alternatively, limited space and nutrients in biofilms can lead to competition between microorganisms resulting in antagonistic interactions, typified by one organism’s direct, deleterious impact on another. An example of such antagonistic interaction is the one described between Pseudomonas and Agrobacterium tumefaciens (A. tumefaciens) in which growth rate and motility impacted the fitness of each competitor. P. aeruginosa produces extracellular proteins that is capable of inhibiting the formation of A. tumefaciens biofilms and that this activity is dramatically increased when P. aeruginosa is grown in nutrient limited conditions [217].

These interactions -- cooperative or competitive -- are important factors to elucidate growth dynamics and mechanisms of altered antimicrobial susceptibility of microorganisms growing
within a polymicrobial community. However, the specifics about interactions that occur between microorganisms and how they impact biofilm formation and infection outcome are not yet fully understood. The species present and the interactions between them critically influence the development and behaviour of the community towards external stresses. Understanding such symbiotic interactions with clinical relevance between microbial species in biofilms will greatly aid in overcoming the limitations of current therapies and in defining potential new targets for treating polymicrobial infections.

6.2 Coculture of S. aureus with P. aeruginosa

To date, biofilm models used to explore the degrees of recalcitrance to killing by antimicrobials that take account of inter-species interactions are limited. The present model used to simulate mono-bacterial biofilm formation requires further refinement to investigate multi-species interactions, such as adding one more bacterial species, and making the code specific to a cystic fibrosis (CF) by incorporating species interactions of two of the most important bacterial opportunistic pathogens of humans S. aureus and P. aeruginosa involved in the chronic diseases. CF lung infections are chronic and difficult to eradicate. P. aeruginosa and S. aureus are two of the most prevalent respiratory pathogens in CF patients and are associated with poor patient outcomes. Both organisms adopt a biofilm mode of growth, which contributes to high tolerance to antibiotic treatment and the recalcitrant nature of these infections. We will determine whether these untreatable infections are due to heightened levels of persister cells, intercellular reservoirs of the pathogens or direct polymicrobial interactions.

6.3 Small colony variants

Hoffman et al. demonstrated that P. aeruginosa protected S. aureus from killing by the antibiotic tobramycin via the development of small colony variants (SCVs) due to exposure to respiratory inhibitor such as P. aeruginosa secreted 2-heptyl-4-hydroxyquinolineN-oxide (HQNO) [218]. SCVs are 10 times smaller than the usual S. aureus colonies [219]. SCVs are characteristically slow growing phenotype and constitute a small fraction (~0.01%) of the population from which they arise. These phenotypes do not respond to commonly used antibiotics, and they can serve as sources of chronic infection [218]. The intrinsic resistance
of these variants may in turn contribute to the enhanced antibiotic resistance of the biofilms thus formed. The emergence of SCVs during polymicrobial biofilm development represents a new challenge for research. Moreover, the instability of these SCVs wherein they could revert to the parental normal phenotype of rapid growth- thereby causes to a highly dynamic subpopulation serving as a reservoir for recurrent infections, make their experimental investigation difficulty to draw conclusions [220]. Thus formation of SCVs could be incorporated in the model to investigate their role in enhanced antibiotic resistance of biofilms.

6.3.1 Computational methodology

Every S. aureus cell in the domain will be modelled as either wild-type (WT) or as an SCV. In fact, SCVs will be treated as independent cell species since they are phenotypically different from the WT. During colonization, all the S. aureus cells will be WT only. P. aeruginosa, on the other hand, will have only one phenotype i.e. the WT.

Down-regulated P. aeruginosa cells will be assumed to produce and release HQNO molecules at a constant rate of \( r_{HQNO,d} \); while up-regulated P. aeruginosa cells will be assumed to produce and release HQNO molecules at a rate \( \dot{r}_{HQNO,u} \) will be

\[
\dot{r}_{HQNO,u} = r_{HQNO,d} + Y_{N,HQNO} [r_N(C_N(\bar{x},t), C_B(\bar{x},t)) - mC_B(\bar{x},t)]
\]  

(6.1)

Here, \( Y_{N,HQNO} \) is the efficiency at which a part of the nutrient will be used for production of HQNO molecules.

Time evolution of HQNO concentration within the biofilm will be:

\[
\frac{\partial C_{HQNO}(\bar{x},t)}{\partial t} = D_{HQNO} \sum_{i=1}^{3} \frac{\partial^2 C_{HQNO}(\bar{x},t)}{\partial x_i^2} + r_{HQNO} - \nabla \cdot (v C_{HQNO})
\]  

(6.2)

Here, \( C_{HQNO} \) is the local HQNO concentration, \( D_{HQNO} \) is the diffusivity of HQNO in the biofilm. S. aureus cells will be allowed to transform between the two phenotypic states – WT and SCVs - at rates, depending the local HQNO concentration.
At time $t = 0$, all the $S$. aureus cells will be wild-type state only. The phenotypic switching rate from the WT to SCV will be

\[ PS^+ = \alpha' \frac{c_{HQNO}(\bar{x}, t)}{1 + \gamma' c_{HQNO}(\bar{x}, t)} \]  

(6.3)

while, the transition rate from SCV to WT state will be:

\[ PS^- = \beta' \frac{1}{1 + \gamma' c_{HQNO}(\bar{x}, t)} \]  

(6.4)

Where $\alpha'$ and $\beta'$ are the spontaneous conversion rates for SCVs and WT switching, and $\gamma'$ is the transition constant.

Within a time interval of $\Delta t$, the probabilities of switching from one state to another will be:

\[ P_{SCV} = (PS^+)\Delta t \]
\[ P_{WT} = (PS^-)\Delta t \]  

(6.5)

where $P_{SCV}$ is the probability a cell switching from WT to SCV state, and $P_{WT}$ is the probability of a cell switching from SCV to WT state. During the simulation, a random number will be generated and if the probability of switching is greater than the random number, then the cell switches its phenotypic state.

Another focus of research could be to study the influence of biofilm morphology on antibiotic tolerance. It would involve commencing simulations with pre-determined morphologies-varied shapes, porosities, and diffusion distances etc., followed by subjecting the biofilm to external stresses like antimicrobial treatment. The role of different spatial distributions could also be analysed.

6.4 Experimental methodology

Parallel to modelling polymicrobial biofilms, we seek to perform the experiments that can test obtaining informative predictions from mathematical modelling. In addition, to identify
a mechanism of antibiotic resistance that is dependent on the polymicrobial interactions between P. aeruginosa and S. aureus and “bacterium-derived” matrix – EPS - components.

6.4.1 Biofilm formation

Bacterial strains P. aeruginosa and S. aureus nutrient agar slants will be procured from American Type Culture Collection (ATCC). Overnight grown bacterial cultures will be diluted and used to seed the wells of an 8-chambered cover-glass slide. Biofilms will be allowed to grow for further 24-48 h, replacing media until the conclusion of the experiment. Bacteria cultivate in μ-Slide 8 glass bottom wells help to screen different antimicrobial compounds at a time [221].

6.4.2 Antibiotic treatment

In select experiments biofilms on 8-well glass will be treated with antibiotics -- gentamycin, ciprofloxacin, and tetracycline—for 12 h. The percentage of cells viable after antibiotic treatment will be determined by dividing the number of cells that survived antibiotic treatment by the number of cells in the control and multiplying by 100.

6.4.3 Disruption of biofilm aggregates and Flow cytometric analysis

Biofilms will be removed from glass slide by scraping and rinsing without affecting cell viability. The biofilm suspensions thus obtained will be pooled and sonicated for 10, 30, or 60 min using a sonicator bath for disruption of polymicrobial aggregates. A non-sonicated sample will be included as a control. On these samples, a total cell count will be performed by Flow cytometry (FCM) for every species. FCM presents a fast and precise methodology to count cellular subpopulations in a biofilm. Moreover, it enables detailed investigation of the heterogeneous biofilm population due to its ability to perform multiparametric single-cell analysis [222, 223].

FCM measurements will be performed on a BD FACSAria III flow cytometer. Optical filters will set up such that red fluorescence is measured above 630 nm and green fluorescence is measured at 520 nm, and histograms showing fluorescence intensity against cell number will be generated at different phases of biofilm. For evaluating cells physiological state, 30 μL each bacterial suspension will be transferred to 270 μL of PBS containing 30 mmol/L, 5-
cyano-2,3-ditolyl tetrazolium chloride (CTC). Double staining with SYBR-CTC will be performed by incubating 30 µL of bacterial suspension in 270 µL of PBS containing SYBR and 30 mmol/L CTC. Cells will be incubated 5 min at room temperature prior to fluorescence analysis by FCM [224].

6.4.4 Visualization of biofilms using confocal laser-scanning microscope (CLSM)

For visual observation of the distribution of live and dead bacteria in biofilms, LIVE/DEAD BacLight staining kit will be used. Membrane permeable SYTO9 dye with green fluorescence will be used to stain live bacteria, and membrane impermeable propidium iodide dye with red fluorescence will be used to stain dead bacteria. Biofilms will be incubated with LIVE/DEAD BacLight staining kit in the dark for 30 min at 37°C. PBS will be used to remove non-specific staining. Fluorescence will be observed using a CLSM and the distribution of green live and red dead bacteria will be evaluated [225].

CLSM will capture the biofilm's physical structure through a series of digital images that occupy the same plane, parallel to substratum but vary along the height of the biofilm, often called an “image stack.” Advanced and freely accessible program, COMSTAT software will be used to quantify the three-dimensional biofilm images acquired by CLSM. Measurements of the biomass, maximum thickness, mean thickness, roughness, substratum coverage, and surface/volume ratio will be chosen to characterize the biofilm structures developed by both P. aeruginosa or/and S. aureus strains. Using fluorescent microscopy, regions of varying viability can be distinguished with imagery.

6.4.5 Quantification and visualization of EPS

Total polysaccharide content will be determined by the phenol-sulphuric acid method, with protein assessed using the total protein kit [226].

On the other hand, EPS in a biofilm can also be quantified by measuring the total cell volume from a 3-D image of the biofilm using CLSM after staining cells with a fluorescent dye. The EPS content will be the difference between the volatile solids in the biofilms and the total cell mass, which could be quantified from the measured cell volume [225].
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