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#### Abstract

Multicasting $K$ independent messages via multiple-input multiple-output (MIMO) channels to multiple users where each user already has a subset of messages as side information is studied. A general framework of constructing layered space-time index coding (LSTIC) from a large class of space-time block codes (STBC), including perfect STBC, is proposed. We analyze the proposed LSTIC and show that it provides minimum determinant gains that are exponential with the amount of information contained in the side information for any possible side information. When constructed over a perfect STBC, the proposed LSTIC is itself a perfect STBC and hence many desired properties are preserved. To illustrate, we construct LSTIC over the following well-known STBCs: Golden code; $3 \times 3,4 \times 4,6 \times 6$ perfect STBCs; and Alamouti code. Simulation results show that the obtained side information gain can be well predicted by our analysis.
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## I. Introduction

The index coding problem [1], [2] studies the problem of optimally broadcasting independent messages via noiseless links to multiple receivers where each receiver demands a subset of messages and already has another subset of messages as side information. The side information at a receiver is described by an index set and could be obtained from various means depending on the application. For example, in retransmissions in broadcast channel [1], the side information is decoded from the previous received signals; in the coded caching technique [3], [4], the side information is prefetched into users' local cache memories during off-peak hours; and in wireless relay networks [5]-[7], the side information is the users' own data and/or is decoded/overheard from the previous sessions.

At the physical layer, the index coding problem can in fact be modeled as the noisy broadcast channel with receiver side information. This problem has recently been investigated from two different perspectives and most of the prior works can be categorized accordingly into two groups. The first one including [5], [6], [8]-[11] focuses on characterizing the capacity region of the AWGN broadcast channel with message side information. The capacity region of the two-user broadcast channel with receiver message side information has been completely characterized [5], [8]. However, since the number of possible index sets increases exponentially with the number of users in the network, the problem quickly becomes intractable as the number of users increases. As a result, the capacity region for the three-user case has not been fully characterized for some index sets [9]-[11] and our knowledge about more than three users is limited to some special cases [12], [13].

The second category including [14]-[18] considers designing codes/constellations that possess some desired properties in the finite dimension regime. The main objective is to design codes such that the probability of error will decrease by an amount that is proportional to the amount of information contained in the side information. In [14], Mahesh and Rajan consider the AWGN broadcast channel and assume that the transmitter knows all the index sets, i.e., the side information configuration is available at the transmitter. The scheme proposed in [14] consists of a linear index coding followed by an algorithm that

[^0]maps coded bits onto a phase shift keying (PSK) modulation. It is shown in [14] that this scheme indeed can provide a reduction in probability of error proportional to the amount of side information.

Another line of research within this category ([15]-[18]), which seamlessly scales to any number of users, considers the scenario where the transmitter is oblivious of the index sets. This enables to handle large numbers of users, when the index sets to feedback to the transmitter require excessive resources and/or the complexity of designing the specific index code becomes excessive. The objective then becomes designing coding schemes that are fair to every possible index set. As a starting point, only the multicasting case is considered in [15]-[18] where all the receivers demand all the messages.

In [15] and [16], Natarajan et al. study code design for the AWGN broadcast channel where minimum distance is one of the most crucial parameters to be maximized. They first propose a coding scheme in [15] by partitioning multi-dimensional pulse amplitude modulation (PAM) into subsets via computer search for up to five messages with the message size up to $2^{6}$. Exploiting the algebraic structure induced by the Chinese remainder theorem (CRT), a novel coding scheme, lattice index coding, is then proposed in [16] to accommodate any number of messages with message sizes relatively prime to each other. Both the schemes in [15] and [16] are shown to provide gains in minimum distance exponential with the rate of the side information, for any index set.

In [17], Huang considers the same multicasting problem with message side information, where each link experiences a Rayleigh fading channel on top of the AWGN noise. It is well-known that in contrast to the AWGN channel, maximizing minimum distance alone is far from enough for the Rayleigh fading channel and the minimum product distance dominates the performance [19]-[21]. The lattice index coding scheme proposed in [17] generalizes the idea of [16] from some famous principal ideal domains to any ring of algebraic integers. It is shown that codes thus constructed over rings of algebraic integers of totally real number fields provide gains in minimum product distance that is exponential with the rate of the side information for any index set. The multicasting problem with message side information is then considered in [18] under the $2 \times 2$ MIMO setting where the transmitter and the receivers are equipped with two antennas. For such a MIMO setting, the minimum determinant of the code serves as one of the most important parameters to be maximized [21], [22] and algebraic space-time block codes (STBC) constructed from cyclic division algebras [23]-[26] are a class of codes that possess many desired properties. Since CRT does not hold for non-commutative rings such as cyclic division algebras, the trick used in [16] and [17] does not work here in general. In [18], the problem is circumvented by using the bijective mapping between the Golden algebra and a commutative ring found in [27] together with some special ideals whose group structure is preserved by the mapping. As a result, we successfully construct Goldencoded index coding from Golden code, a subclass of perfect codes for the case with two transmitter and receiver antennas, and show that the minimum determinant increases exponentially with the rate of the side information for any index set.

## A. Contributions

In this work, we consider the problem of multicasting over MIMO channel with message side information. We propose layered space-time index coding (LSTIC), a general framework of constructing lattice space-time index codes from algebraic STBC. We exploit the algebraic structure of these codes to encode the different messages into subcodes, which preserve all the good properties of the STBC, such as non-vanishing determinant and power efficiency.

Any receiver that has some of the messages as side information will be decoding a subcode that has an improved performance in terms of error probability. We provide a lower bound on the side information gain for any side information configuration. The side information gain essentially measures the SNR reduction (normalized by the rate of the side information) to achieve the same error probability, given the side information. This lower bound implies an exponential increase of minimum determinant and is universal in the sense that it holds for any possible index set.

We apply the proposed framework with the Golden code, $3 \times 3,4 \times 4,6 \times 6$ perfect STBCs, and Alamouti code, and show that our analysis well predicts the actual side information gains obtained from simulations.

For each of the above codes, we also provide a table of the corresponding prime ideal factorizations for $p<100$, over which the LSTIC can be constructed according to the desired message sizes.

We note that the technique used in [18] requires the code to be constructed over prime ideals whose group structure are preserved by the bijective mapping of [27] and thereby limits the possible message sizes. In contrast to the Golden-coded index coding in [18] working only for Golden code with the message sizes confined to some particular prime powers, the proposed LSTIC is quite general in the following senses: 1) it works for a large class of STBC constructed from cyclic division algebras; and 2) it has less restriction on the message size. We would like to emphasize here that when specialized to the Golden code, the proposed LSTIC is not a special case of the Golden-coded index coding in [18] and vice versa, due to the different message sizes.

## B. Notations

Throughout the paper, the following notations are used. Matrices are written in capital boldface, for example $\mathbf{X}$. Let $\mathrm{i} \triangleq \sqrt{-1}$ and $\omega \triangleq e^{i 2 \pi / 3}$ be the primitive cube root of unity. We denote by $\mathbb{Z}, \mathbb{Z}[i] \triangleq$ $\{a+b \mathrm{i} \mid a, b \in \mathbb{Z}\}$, and $\mathbb{Z}[\omega] \triangleq\{a+b \omega \mid a, b \in \mathbb{Z}\}$ the ring of integers, the ring of Gaussian integers, and the ring of Eisenstein integers, respectively. Also, we denote by $\mathbb{Q}, \mathbb{R}$, and $\mathbb{C}$ the field of rational numbers, the field of real numbers, and the field of complex numbers, respectively.

## C. Organization

The rest of the paper is organized as follows. In Section $\boxed{\Pi}$, we state the problem of physical-layer index coding over MIMO channel and formally define the side information gain, the performance measure that we will use throughout the paper. Background knowledge on algebra, algebraic number theory, and cyclic division algebra is given in Section III. The LSTIC is then proposed and analyzed in Section IV, In Sections $\mathbb{V}-I X$, we construct LSTIC over Golden code, $3 \times 3$ perfect STBC, $4 \times 4$ perfect STBC, $6 \times 6$ perfect STBC, and Alamouti code. We then conclude the paper in Section X,

## II. Problem Statement

Consider the network shown in Fig. 1 where there is a base station broadcasting messages to $L$ users. The base station is equipped with $n_{t}$ antennas and each user is equipped with $n_{r}$ antennas. There are $K$ independent messages $\left\{w_{1}, \ldots, w_{K}\right\}$ collocated at the base station and each $w_{k}$ is uniformly distributed over $\left\{1, \ldots, M_{k}\right\}$. Each user demands all the $K$ messages and already has a subset of the messages as side information. For user $\ell$, we denote by $\mathcal{S}_{\ell} \subseteq\{1, \ldots, K\}$ the index set and the side information at the user is $w_{\mathcal{S}_{\ell}} \triangleq\left\{w_{s} \mid s \in \mathcal{S}_{\ell}\right\}$. The base station encodes the messages across space ( $n_{t}$ antennas) and time ( $T$ symbol durations) into an $n_{t} \times T$ codeword matrix $\mathbf{X}$ where each entry $x_{j t} \in \mathbb{C}$ and the codeword is subject to the power constraint $\mathbb{E}\left[\|\mathbf{X}\|^{2}\right]=n_{t} T$. In a space-time code, each codeword $\mathbf{X}$ is used to transmit $r$ information-bearing real symbols. We denote by $R_{k}=\log _{2}\left(M_{k}\right) / r$ the rate of the message $w_{k}$ measured in bits per real symbol. The signal model between the base station and the user $\ell$ is given by

$$
\mathbf{Y}_{\ell}=\mathbf{H}_{\ell} \mathbf{X}+\mathbf{Z}_{\ell}
$$

where $\mathbf{Y}_{\ell}$ is of size $n_{r} \times T, \mathbf{H}_{\ell}$ is a random $n_{r} \times n_{t}$ matrix with each element i.i.d. $\sim \mathcal{C N}(0,1)$, and $\mathbf{Z}_{\ell}$ is a random $n_{r} \times T$ matrix with each element i.i.d. $\sim \mathcal{C N}\left(0, \sigma_{l}^{2}\right)$. Each user is assumed to know the channel matrix $\mathbf{H}_{\ell}$ associated with its received signal, i.e., channel state information at the receiver is assumed. The signal-to-noise power ratio (SNR) is defined as $\mathrm{SNR}_{l} \triangleq \frac{n_{t}}{\sigma_{l}^{2}}$.

Let $\phi$ be a bijective encoding function that maps the messages $\left(w_{1}, \ldots, w_{K}\right)$ to the transmitted signal X . The codebook $\mathcal{C}$ is the collection of codewords given by

$$
\mathcal{C}=\left\{\mathbf{X}=\phi\left(w_{1}, \ldots, w_{K}\right) \mid w_{k} \in\left\{1, \ldots, M_{k}\right\}, \forall k\right\} .
$$



Fig. 1. Multicasting $\left\{w_{1}, \ldots, w_{K}\right\}$ over MIMO channel to $L$ receivers where each receiver $\ell \in\{1, \ldots, L\}$ has a subset of messages $w_{\mathcal{S}_{\ell}}$ as side information.

Based on the received signal $\mathbf{Y}_{\ell}$ and side information $w_{\mathcal{S}_{\ell}}$, the user $\ell$ forms $\left\{\hat{w}_{1}^{(\ell)}, \ldots, \hat{w}_{K}^{(\ell)}\right\}$ (or equivalently $\hat{\mathbf{X}}^{(\ell)}$ ) an estimate of $\left\{w_{1}, \ldots, w_{K}\right\}$ (or equivalently $\mathbf{X}$ ). The probability of error is defined as

$$
\begin{aligned}
p_{e}^{(\ell)} & \triangleq \operatorname{Pr}\left\{\left\{w_{1}, \ldots, w_{K}\right\} \neq\left\{\hat{w}_{1}^{(\ell)}, \ldots, \hat{w}_{K}^{(\ell)}\right\}\right\} \\
& =\operatorname{Pr}\left\{\mathbf{X} \neq \hat{\mathbf{X}}^{(\ell)}\right\}
\end{aligned}
$$

where the second expression is often called the codeword error rate (CER). We emphasize here that the index set $\mathcal{S}_{\ell}$ can be any subset of $\{1, \ldots, K\}$ and is oblivious to the base station. This makes the problem of every $\ell$ identical for the base station. We therefore focus on a generic user and drop the subscript (superscript in some cases) $\ell$. The dummy variable $\ell$ is then released for later use.

Following [22], we define $\mathbf{A} \triangleq\left(\mathbf{X}-\mathbf{X}^{\prime}\right)\left(\mathbf{X}-\mathbf{X}^{\prime}\right)^{\dagger}$ for any pair of codeword matrices $\mathbf{X}, \mathbf{X}^{\prime} \in \mathcal{C}$. Let $r$ be the rank of $\mathbf{A}$. For the generic user with $\mathcal{S}=\emptyset$, in the high SNR regime, the probability of mistaking $\mathrm{X}^{\prime}$ for $\mathbf{X}$ can be bounded as

$$
\operatorname{Pr}\left(\mathbf{X} \rightarrow \mathbf{X}^{\prime}\right) \leq\left(\frac{\mathrm{SNR} \Delta^{1 / r}}{4 n_{t}}\right)^{-r n_{r}}
$$

where $\Delta=\prod_{m=1}^{r} \lambda_{m}$ with $\lambda_{1}, \ldots, \lambda_{m}$ being the non-zero eigenvalues of $\mathbf{A}$. Moreover, for full rank codes, i.e., $r=n_{t}$ and

$$
\Delta=\prod_{m=1}^{n_{t}} \lambda_{m}=\operatorname{det}(\mathbf{A}) \neq 0
$$

we define the minimum determinant of $\mathcal{C}$ as follows,

$$
\delta(\mathcal{C}) \triangleq \min _{\mathbf{X} \neq \mathbf{X}^{\prime} \in \mathcal{C}} \operatorname{det}(\mathbf{A})
$$

If $\mathcal{C}$ is carved from a lattice $\Lambda$ [28], we have

$$
\begin{equation*}
\delta(\mathcal{C})=\min _{\mathbf{X} \neq \mathbf{0} \in \Lambda} \operatorname{det}(\mathbf{X})^{2} \tag{1}
\end{equation*}
$$

To estimate the probability of error more accurately, let us define $N_{\mathbf{X}}$ the number of codewords $\mathbf{X}^{\prime} \in \mathcal{C}$ resulting in $\operatorname{det}(\mathbf{A})=\delta(\mathcal{C})$ and define

$$
\begin{equation*}
N_{\mathcal{C}} \triangleq \frac{1}{|\mathcal{C}|} \sum_{\mathbf{X} \in \mathcal{C}} N_{\mathbf{X}} \tag{2}
\end{equation*}
$$

the average of $N_{\mathbf{X}}$ over $\mathbf{X} \in \mathcal{C}$. For a STBC carved from a lattice, we can now approximate the probability of error as

$$
\begin{align*}
p_{e} & =\frac{1}{|\mathcal{C}|} \sum_{\mathbf{X} \in \mathcal{C}} \mathbb{P}\left(\bigcup_{\mathbf{X}^{\prime} \neq \mathbf{X}} \mathbf{X} \rightarrow \mathbf{X}^{\prime}\right) \\
& \stackrel{(a)}{\approx} \frac{1}{|\mathcal{C}|} \sum_{\mathbf{X} \in \mathcal{C}} N_{\mathbf{X}}\left(\frac{\operatorname{SNR} \delta(\mathcal{C})^{1 / n_{t}}}{4 n_{t}}\right)^{-n_{t} n_{r}} \\
& =N_{\mathcal{C}}\left(\frac{\operatorname{SNR} \delta(\mathcal{C})^{1 / n_{t}}}{4 n_{t}}\right)^{-n_{t} n_{r}}, \tag{3}
\end{align*}
$$

where the approximation in (a) will become quite accurate in the high SNR regime.
Having had the approximation in (3), we can now follow [18] to derive the side information gain as follows. We first note that with the knowledge of side information $w_{s}=v_{s}, \forall s \in \mathcal{S}$, the generic user can throw away all the codewords that do not correspond to this side information. The codebook then becomes

$$
\mathcal{C}_{\mathcal{S}} \triangleq\left\{\begin{array}{l|l}
\mathbf{X}=\phi\left(d_{1}, \ldots, d_{K}\right) & \begin{array}{l}
d_{k}=v_{k}, \\
d_{k} \in\left\{1, \ldots, M_{k}\right\}, \\
d_{k} \\
\text { otherwise }
\end{array}
\end{array}\right\}
$$

a subcode of $\mathcal{C}$. Since $\mathcal{C}_{\mathcal{S}} \subseteq \mathcal{C}$, the minimum determinant of $\mathcal{C}_{\mathcal{S}}, \delta\left(\mathcal{C}_{\mathcal{S}}\right)$, will be no less than $\delta(\mathcal{C})$. Let us now see how gains in minimum determinant can be translated into SNR gains. Following [18], we let SNR and $\mathrm{SNR}_{\mathcal{S}}$ be the SNR required for the codebooks $\mathcal{C}$ and $\mathcal{C}_{\mathcal{S}}$, respectively, to achieve a same error probability $p_{e}$. Then (3) says that

$$
\begin{align*}
& N_{\mathcal{C}}\left(\frac{\operatorname{SNR} \delta(\mathcal{C})^{1 / n_{t}}}{4 n_{t}}\right)^{-n_{t} n_{r}} \approx N_{\mathcal{C}_{\mathcal{S}}}\left(\frac{\mathrm{SNR}_{\mathcal{S}} \delta\left(\mathcal{C}_{\mathcal{S}}\right)^{1 / n_{t}}}{4 n_{t}}\right)^{-n_{t} n_{r}} \\
& (\Leftrightarrow) \quad 10 \log _{10}(\mathrm{SNR})-10 \log _{10}\left(\mathrm{SNR}_{\mathcal{S}}\right) \approx \\
& \quad \frac{1}{n_{t} n_{r}} 10 \log _{10}\left(\frac{N_{\mathcal{C}}}{N_{\mathcal{C}}}\right)+\frac{1}{n_{t}} 10 \log _{10}\left(\frac{\delta\left(\mathcal{C}_{\mathcal{S}}\right)}{\delta(\mathcal{C})}\right) \tag{4}
\end{align*}
$$

which represents the SNR gain in dB provided by the side information $w_{\mathcal{S}}$. As mentioned in [18] and many other work in the space-time code literature, it is in general not an easy task to keep tracking both $N_{\mathcal{C}_{\mathcal{S}}}$ and $\delta\left(\mathcal{C}_{\mathcal{S}}\right)$ for lattice codes; we thereby focus solely on $\delta\left(\mathcal{C}_{\mathcal{S}}\right)$ as our design guideline and define the SNR gain as $10 \log _{10}\left(\delta\left(\mathcal{C}_{\mathcal{S}}\right) / \delta(\mathcal{C})\right)^{n_{t}} \mathrm{~dB}$. To get a fair comparison for every possible side information, we then normalize this side information gain by the rate of the side information and define the normalized side information gain as

$$
\begin{equation*}
\Gamma(\mathcal{C}, \mathcal{S}) \triangleq \frac{10 \log _{10}\left(\frac{\delta\left(\mathcal{C}_{\mathcal{S}}\right)}{\delta(\mathcal{C})}\right)}{n_{t} R_{\mathcal{S}}} \tag{5}
\end{equation*}
$$

where the rate of the side information is defined as $R_{\mathcal{S}} \triangleq \sum_{s \in \mathcal{S}} R_{s}$ and is measured in bits per real symbol, which makes the normalized side information gain having the unit "dB/bits per real symbol". The side information gain essentially serves as an approximation of the SNR gain provided by side information $w_{\mathcal{S}}$, normalized by the rate of $w_{\mathcal{S}}$. We note that involving the first term of (4) into the definition of side information gain results in a better approximation. Hence, although we use (5) as the design guideline throughout the paper, (4) is also used to confirm the simulation results.

## III. Background

In this section, we first review basic knowledge including algebra and algebraic number theory. We then focus on cyclic division algebra and its connection to lattice STBC. To make the paper concise, we only review the minimum required background for understanding the discussion that follows. For details, please refer, for example, to [20], [22], [29]-[31].

## A. Algebra

Let $\mathcal{R}$ be a commutative ring equipped with two operations addition + and multiplication $\cdot$. An ideal $\mathfrak{I}$ of $\mathcal{R}$ is an additive subgroup of $\mathcal{R}$ with respect to + that absorbs the multiplication of $\mathcal{R}$, i.e., it satisfies $a \cdot r \in \mathfrak{I}$ for $a \in \mathfrak{I}$ and $r \in \mathcal{R}$. An ideal $\mathfrak{I}$ is a principal ideal if it can be generated by a singleton, i.e., $\mathfrak{I}=a \mathcal{R}$ for some $a \in \mathcal{R}$. A proper ideal $\mathfrak{I}$ is an ideal that is at the same time, a proper subset of $\mathcal{R}$, i.e., $\emptyset \neq \mathfrak{I} \subset \mathcal{R}$.

For an ideal $\mathfrak{I}$ and any two elements $a, b \in \mathcal{R}, a$ is congruent to $b$ modulo $\mathfrak{I}$ if and only if $a-b \in \mathfrak{I}$, which defines an equivalence relation. The quotient ring $\mathcal{R} / \mathfrak{I}$ of $\mathcal{R}$ by $\mathfrak{I}$ is the collection of equivalence classes with addition and multiplication defined as the original ones followed by modulo $\mathfrak{I}$ operation as follows,

$$
\begin{aligned}
(a+\mathfrak{I})+(b+\mathfrak{I}) & =(a+b)+\mathfrak{I}, \text { and } \\
(a+\mathfrak{I}) \cdot(b+\mathfrak{I}) & =(a \cdot b)+\mathfrak{I},
\end{aligned}
$$

respectively. A prime ideal $\mathfrak{p}$ of $\mathcal{R}$ is a proper ideal satisfying that whenever $a b \in \mathfrak{p}$ for $a, b \in \mathcal{R}$, then either $a \in \mathfrak{p}$ or $b \in \mathfrak{p}$. We now define the sum and product of ideals. Let $\mathfrak{I}_{1}$ and $\mathfrak{I}_{2}$ be two ideals of $\mathcal{R}$, the sum of two ideals is itself an ideal and is defined as

$$
\mathfrak{I}_{1}+\mathfrak{I}_{2} \triangleq\left\{a+b: a \in \mathfrak{I}_{1}, b \in \mathfrak{I}_{2}\right\}
$$

The product of $\mathfrak{I}_{1}$ and $\mathfrak{I}_{2}$ is again an ideal and is defined as

$$
\mathfrak{I}_{1} \mathfrak{I}_{2} \triangleq\left\{\sum_{i=1}^{n} a_{i} b_{i}: a_{i} \in \mathfrak{I}_{1}, b_{i} \in \mathfrak{I}_{2}, n \in \mathbb{N}\right\}
$$

In general, $\mathfrak{I}_{1} \mathfrak{I}_{2} \subseteq \mathfrak{I}_{1} \cap \mathfrak{I}_{2}$. Two ideals are said to be relatively prime if $\mathcal{R}=\mathfrak{I}_{1}+\mathfrak{I}_{2}$. When $\mathfrak{I}_{1}$ and $\mathfrak{I}_{2}$ are relatively prime, we further have $\mathfrak{I}_{1} \mathfrak{I}_{2}=\mathfrak{I}_{1} \cap \mathfrak{I}_{2}$. We say $\mathfrak{I}_{1}$ divides $\mathfrak{I}_{2}$, denoted as $\mathfrak{I}_{1} \mid \mathfrak{I}_{2}$, if $\mathfrak{I}_{2}=\mathfrak{I}_{1} \mathfrak{I}_{3}$ for some ideal $\mathfrak{I}_{3}$ and consequently $\mathfrak{I}_{2} \subseteq \mathfrak{I}_{1}$.

Consider two commutative rings $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ with two operations $(+, \cdot)$ and $(\oplus, \odot)$, respectively. A ring homomorphism between $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ is a function $\sigma: \mathcal{R}_{1} \rightarrow \mathcal{R}_{2}$ such that

$$
\begin{aligned}
\sigma(a+b) & =\sigma(a) \oplus \sigma(b), \quad \forall a, b \in \mathcal{R}_{1}, \\
\sigma(a \cdot b) & =\sigma(a) \odot \sigma(b), \quad \forall a, b \in \mathcal{R}_{1} .
\end{aligned}
$$

In other words, a ring homomorphism preserves the ring structure. A homomorphism is a monomorphism if it is injective and is an isomorphism if it is bijective. Moreover, an isomorphism $\sigma: \mathcal{R}_{1} \rightarrow \mathcal{R}_{1}$ is called automorphism.

We now review two classical results in ring theory whose proofs can be found in a standard textbook.
Lemma 1 (Second isomorphism theorem [29, Theorem 2.12]). Let $\mathcal{R}$ be a commutative ring, $\mathfrak{I}_{1}$ and $\mathfrak{I}_{2}$ be two ideals. We have the following isomorphism,

$$
\mathfrak{I}_{1} /\left(\mathfrak{I}_{1} \cap \mathfrak{I}_{2}\right) \cong\left(\mathfrak{I}_{1}+\mathfrak{I}_{2}\right) / \mathfrak{I}_{2}
$$

In fact, the second isomorphism theorem holds for the more general case where $\mathfrak{I}_{1}$ is only a subring and not necessarily an ideal.
Lemma 2 (Chinese remainder theorem [29, Corollary 2.27]). Let $\mathfrak{I}_{1}, \ldots, \mathfrak{I}_{n}$ be ideals of a commutative ring $\mathcal{R}$. Moreover, $\Im_{1}, \ldots, \Im_{n}$ are relatively prime. We have

$$
\mathcal{R} / \Pi_{i=1}^{n} \mathfrak{I}_{i} \cong \mathcal{R} / \mathfrak{I}_{1} \times \ldots \times \mathcal{R} / \mathfrak{I}_{n}
$$

where $\times$ stands for Cartesian product and the operations of the right hand side are defined componentwise.
We provide a quick example for what have been reviewed above.

Example 3. Consider $\mathbb{Z}$ the set of all integers with ordinary addition + and multiplication $\cdot$. Clearly, it forms a commutative ring. $2 \mathbb{Z}$ is the principal ideal of $\mathbb{Z}$ consisting of all the even integers. Moreover, it is a prime ideal. The quotient $\mathbb{Z} / 2 \mathbb{Z}=\mathbb{Z}_{2}$ forms a ring with addition $+\bmod 2 \mathbb{Z}$ and multiplication . $\bmod 2 \mathbb{Z}$. Also, for $3 \mathbb{Z}$ another principal prime ideal of $\mathbb{Z}$, we have the quotient ring $\mathbb{Z} / 3 \mathbb{Z}=\mathbb{Z}_{3}$. Since $2 \cdot(-1)+3 \cdot 1=1,2 \mathbb{Z}+3 \mathbb{Z}=\mathbb{Z}$ and thus $2 \mathbb{Z}$ and $3 \mathbb{Z}$ are relatively prime. One can easily verify that $2 \mathbb{Z} \cap 3 \mathbb{Z}$ is precisely $6 \mathbb{Z}$. Now, the CRT guarantees the existence of a ring isomorphism between $\mathbb{Z}_{6}=\mathbb{Z} / 6 \mathbb{Z}$ and $\mathbb{Z}_{2} \times \mathbb{Z}_{3}$. One can verify that $\mathcal{M}\left(v_{1}, v_{2}\right)=3 v_{1}-2 v_{2} \bmod 6 \mathbb{Z}$ where $v_{1} \in \mathbb{Z}_{2}$ and $v_{2} \in \mathbb{Z}_{3}$ is a ring isomorphism.

## B. Algebraic Numbers and Algebraic Integers

An algebraic number is a complex number that is a root of some polynomial with coefficients in $\mathbb{Z}$. Let $\mathbb{L}$ be a field and $\mathbb{K} \subset \mathbb{L}$ be a subfield; $\mathbb{L}$ is said to be a field extension of $\mathbb{K}$, which is usually denoted as $\mathbb{L} / \mathbb{K}$. $\mathbb{L}$ can be viewed as a vector space over $\mathbb{K}$. The degree of $\mathbb{L}$ over $\mathbb{K}$, denoted by $[\mathbb{L}: \mathbb{K}]$, is defined as the dimension of the vector space $\mathbb{L}$ over $\mathbb{K}$. A number field is a field extension of $\mathbb{Q}$ with finite degree, i.e., a finite extension $\mathbb{K} / \mathbb{Q}$. Every number field $\mathbb{K}$ can be generated from $\mathbb{Q}$ by adjoining an algebraic number $\theta$, i.e., $\mathbb{K}=\mathbb{Q}(\theta)$. An algebraic integer is a complex number that is a root of some polynomial with the leading coefficient 1 and other coefficients in $\mathbb{Z}$. For a number field $\mathbb{K}$, we denote by $\mathfrak{O}_{\mathbb{K}}$ the ring of integers of $\mathbb{K}$ which comprises all the algebraic integers in $\mathbb{K}$.

Let $\mathbb{L} / \mathbb{K}$ be a field extension of $\mathbb{K}$ with degree $[\mathbb{L}: \mathbb{K}]=n$. Throughout the paper, we will further assume that $\mathbb{L} / \mathbb{K}$ is a Galois extension. There are exactly $n$ distinct $\mathbb{K}$-automorphisms $\sigma_{i}: \mathbb{L} \rightarrow \mathbb{L}$ for $i \in\{1, \ldots, n\}$, i.e., automorphisms that fix $\mathbb{K}$. Such automorphisms are called (relative) embeddings. It can be shown that $\operatorname{Gal}(\mathbb{L} / \mathbb{K}) \triangleq\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$ form a group under function composition, which is called the Galois group. For $\alpha \in \mathbb{L}$, we define the norm of $\alpha$ as

$$
N_{\mathbb{L} / \mathbb{K}}(\alpha)=\prod_{i=1}^{n} \sigma_{i}(\alpha),
$$

where $\sigma_{2}(\alpha), \ldots, \sigma_{n}(\alpha)$ are called the conjugates of $\sigma_{1}(\alpha)=\alpha$. Let $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ be an integral basis for $\mathfrak{O}_{\mathbb{L}}$, such that any element in $\mathfrak{O}_{\mathbb{L}}$ can be uniquely written as a linear combination of the basis element with coefficients $\mathbb{Z}$. The discriminant of a number field $\mathbb{L}$ is defined as

$$
d_{\mathbb{L}} \triangleq \operatorname{det}\left(\begin{array}{cccc}
\sigma_{1}\left(\alpha_{1}\right) & \sigma_{1}\left(\alpha_{2}\right) & \ldots & \sigma_{1}\left(\alpha_{n}\right) \\
\sigma_{2}\left(\alpha_{1}\right) & \sigma_{2}\left(\alpha_{2}\right) & \ldots & \sigma_{2}\left(\alpha_{n}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{n}\left(\alpha_{1}\right) & \sigma_{n}\left(\alpha_{2}\right) & \ldots & \sigma_{n}\left(\alpha_{n}\right)
\end{array}\right)^{2}
$$

Let $\mathfrak{I}$ be an ideal in $\mathfrak{O}_{\mathbb{L}}$, then $\mathfrak{I}$ can be generated by at most two elements, i.e., $\mathfrak{I}=\alpha \mathfrak{O}_{\mathbb{L}}+\beta \mathfrak{O}_{\mathbb{L}}$ for some $\alpha, \beta \in \mathfrak{D}_{\mathbb{L}}$. The norm of $\mathfrak{I}$ is defined as

$$
N(\mathfrak{I}) \triangleq\left|\mathfrak{O}_{\mathbb{L}} / \mathfrak{I}\right|
$$

Moreover, if $\mathfrak{I}=\alpha \mathfrak{O}_{\mathbb{L}}$ is principal, $N(\mathfrak{I})=\left|N_{\mathbb{L} / \mathbb{Q}}(\alpha)\right|$.
Let $\mathfrak{p}$ be a prime ideal in $\mathfrak{O}_{\mathbb{L}}$, the ring of integers of $\mathbb{L}$ with $[\mathbb{L}: \mathbb{Q}]=n$. We say that $\mathfrak{p}$ lies above a prime $p$ if $\mathfrak{p} \cap \mathbb{Z}=p \mathbb{Z}$. For a prime $p$, the principal ideal $p \mathfrak{O}_{\mathbb{L}}$ can be factorized into $1 \leq g \leq n$ prime ideals as

$$
p \mathfrak{O}_{\mathbb{L}}=\mathfrak{p}_{1}^{e_{1}} \cdot \ldots \cdot \mathfrak{p}_{g}^{e_{g}},
$$

where $e_{i}, i \in\{1, \ldots, g\}$, is the ramification index of $\mathfrak{p}_{i}$. Also, for each $\mathfrak{p}_{i}$, we have $N\left(\mathfrak{p}_{i}\right)=p^{f_{i}}$ and $\mathfrak{O}_{\mathbb{L}} / \mathfrak{p}_{i} \cong \mathbb{F}_{p^{f}}$ where $1 \leq f_{i} \leq n$ is the inertial degree. Overall, it can be shown that $\sum_{i=1}^{g} e_{i} f_{i}=n$. For a Galois extension, we have $e_{1}=e_{2}=\ldots=e_{g}=e$ and $f_{1}=f_{2}=\ldots=f_{g}=f$, which implies that ef $g=n$. A prime $p$ is ramified in $\mathfrak{O}_{\mathbb{L}}$ if not all $e_{i}=1$ in the factorization of $p \mathfrak{O}_{\mathbb{L}}$. Ramified primes in $\mathfrak{O}_{\mathbb{L}}$ are precisely those $p$ that divides the discriminant $d_{\mathbb{L}}$.

Example 4. Consider $\mathbb{Q}(i)$ the field extension obtained from $\mathbb{Q}$ by adjoining i. Every element in $\mathbb{Q}(i)$ has the form $a+b$ i where $a, b \in \mathbb{Q}$; thus, it is a number field with degree 2. The two $\mathbb{Q}$-automorphisms are $\sigma_{1}(a+b \mathrm{i}) \rightarrow a+b \mathrm{i}$ and $\sigma_{2}(a+b \mathrm{i}) \rightarrow a-b \mathrm{i}$. The Galois group is cyclic and can be generated by $\sigma_{2}$. Since $\sigma_{1}$ is the identity mapping and $\sigma_{2}$ sends an element to its complex conjugate, the norm defined in this number field coincides with the Euclidean norm. The ring of integers is $\mathbb{Z}[i]$, the Gaussian integers, having integral basis $\{1, i\}$. The discriminant is computed as follows,

$$
d_{\mathbb{Q}(\mathrm{i})}=\operatorname{det}\left(\begin{array}{cc}
1 & \mathrm{i} \\
1 & -\mathrm{i}
\end{array}\right)^{2}=-4 .
$$

Since $2 \mid d_{\mathbb{Q}(i)}, 2 \mathbb{Z}[i]=\mathfrak{p}^{2}$ ramifies where $\mathfrak{p}=(1+i) \mathbb{Z}[i]$. This is the only ramified prime in $\mathbb{Q}(i)$. Also, $5 \mathbb{Z}[i]=\mathfrak{p}_{1} \mathfrak{p}_{2}$ splits into two prime ideals $\mathfrak{p}_{1}=(1+2 \mathrm{i}) \mathbb{Z}[\mathrm{i}]$ and $\mathfrak{p}_{2}=(1-2 \mathrm{i}) \mathbb{Z}[\mathrm{i}]$ with $e=1$ and $f=1$. Another example is that $3 \mathbb{Z}[i]$ is itself a prime ideal with $e=1$ and $f=2$. In each case, we have $e f g=2$.

## C. Cyclic division algebra and lattice space-time codes

An algebra $\mathcal{A}$ over a field $\mathbb{L}$ is a set satisfying: i) it is a vector space over $\mathbb{L}$; ii) it is a ring with respect to addition and multiplication by elements of $\mathcal{A}$; and iii) $(\alpha a) b=a(\alpha b)=\alpha(a b)$ for any $\alpha \in \mathbb{L}$ and $a, b \in \mathcal{A}$. Let $\mathbb{L} / \mathbb{K}$ be a field extension of $\mathbb{K}$ of degree $n$ whose Galois group is a cyclic group generated by $\sigma$. One can construct a cyclic algebra $\mathcal{A}=(\mathbb{L} / \mathbb{K}, \sigma, \gamma)$ as

$$
\mathcal{A}=(\mathbb{L} / \mathbb{K}, \sigma, \gamma)=\left\{x_{0}+x_{1} \mathrm{e}+\ldots+x_{n-1} \mathrm{e}^{n-1} \mid x_{0}, \ldots, x_{n-1} \in \mathbb{L}\right\}
$$

where $\mathrm{e}^{n}=\gamma \in \mathbb{K}$ and $\lambda \mathrm{e}=\mathrm{e} \sigma(\lambda)$ for $\lambda \in \mathbb{L}$. $\mathcal{A}$ is said to be a division algebra if every non-zero element of $\mathcal{A}$ is invertible. A cyclic division algebra is a cyclic algebra that is at the same time a division algebra. In the space-time coding literature (see [22] and reference therein), a cyclic division algebra is usually constructed from a cyclic algebra $\mathcal{A}=(\mathbb{L} / \mathbb{K}, \sigma, \gamma)$ with carefully chosen $\gamma$ such that none of $\gamma, \gamma^{2}, \ldots, \gamma^{n-1}$ are norms of some element of $\mathbb{L}$.

Consider $n_{t}=n_{r}=T=n$, an $n \times n$ STBC carved from $\mathcal{A}$ corresponds to a finite subset of

$$
\begin{equation*}
\overline{\mathcal{A}}_{\mathfrak{J}}=\left\{x_{0}+x_{1} \mathrm{e}+\ldots+x_{n-1} \mathrm{e}^{n-1} \mid x_{0}, x_{1}, \ldots, x_{n-1} \in \mathfrak{I}\right\}, \tag{6}
\end{equation*}
$$

where $\mathfrak{I}$ is an ideal in $\mathfrak{O}_{\mathbb{L}}$. More specifically, an $n \times n$ STBC thus constructed can be obtained by putting $\overline{\mathcal{A}}_{\mathfrak{J}}$ into the matrix form given by

$$
\mathcal{C}_{\mathfrak{I}}=\left\{\left.\left(\begin{array}{cccc}
x_{0} & x_{1} & \ldots & x_{n-1}  \tag{7}\\
\gamma \sigma\left(x_{n-1}\right) & \sigma\left(x_{0}\right) & & \sigma\left(x_{n-2}\right) \\
\vdots & & \ddots & \vdots \\
\gamma \sigma^{n-1}\left(x_{1}\right) & \gamma \sigma^{n-1}\left(x_{2}\right) & \ldots & \sigma^{n-1}\left(x_{0}\right)
\end{array}\right) \right\rvert\, x_{0}, \ldots, x_{n-1} \in \mathfrak{I}\right\}
$$

A layer $\ell \in\{0, \ldots, n-1\}$ of the codeword in $\mathcal{C}_{\mathfrak{J}}$ is the collection of the entries in positions $(m,(\ell+m)$ $\bmod (n))$ for $m \in\{1, \ldots, n\}$. We note that each layer $\ell \in\{0, \ldots, n-1\}$ corresponds to the same $x_{\ell} \in \mathfrak{I}$. Here, we use the subscript $\mathfrak{I}$ in $\overline{\mathcal{A}}_{\mathfrak{J}}$ and $\mathcal{C}_{\mathfrak{J}}$ to emphasize that the elements $x_{\ell}$ for all $\ell$ are restricted to the ideal $\mathfrak{I}$. For transmission with finite input power constraint, one carves a subset from (a possibly shifted and scaled version of) $\mathcal{C}_{\mathfrak{J}}$ to form the codebook. From this point onward, we restrict the discussion to $\mathbb{K}=\mathbb{Q}(\mathrm{i})$ or $\mathbb{Q}(\omega)$, which corresponds to the case where each $x_{\ell}$ is a linear combination of $n$ QAM or HEX constellation symbols. One observes that each codeword $\mathbf{X} \in \mathcal{C}_{\mathfrak{I}}$ conveys $n$ symbols of $\mathbb{L}$, where each symbol $x_{\ell}$ is a linear combination of $n$ QAM or HEX symbols. Therefore, the STBC thus constructed is full-rate. i.e., it uses an $n \times n$ matrix to transmit $n^{2}$ symbols. Another consequence of having each $x_{\ell}$ being a linear combination of $n$ QAM or HEX symbols is that the code may not be energy-efficient as compared to sending QAM or HEX symbols directly. This drawback can often be overcome by choosing a suitable ideal $\mathfrak{I}$ such that $\mathcal{C}_{\mathfrak{J}}$ becomes a scaled and rotated version of $\mathbb{Z}[i]^{n}$ or $\mathbb{Z}[\omega]^{n}$.

The determinant of the codeword $\mathbf{X} \in \mathcal{C}_{\mathfrak{J}}$ corresponding to $x \in \mathcal{A}$ is called the reduced norm of $x$. What is important about having the structure of cyclic division algebra is that when $\gamma \in \mathfrak{O}_{\mathbb{K}}$ not the norm
of an element in $\mathbb{L}$, it guarantees that the code is fully diverse and has non-vanishing determinant (NVD). This is evident from [26, Corollary1 and Corollary 2], which states that the reduced norm of $x \in \overline{\mathcal{A}}_{\mathfrak{O}_{\mathrm{L}}}$ belongs to $\mathfrak{O}_{\mathbb{K}}$ and thus $\delta\left(\mathcal{C}_{\mathfrak{O}_{\mathbb{L}}}\right)=1$. Now, since $\mathfrak{I} \subseteq \mathfrak{O}_{\mathbb{L}}$, one has that $\delta\left(\mathcal{C}_{\mathfrak{J}}\right) \geq 1$. In fact, one can obtain better bounds on $\delta\left(\mathcal{C}_{\mathfrak{J}}\right)$ as follows.

Lemma 5 ([26, Corollary 3 and Corollary 4]). Let $\mathcal{C}_{\mathfrak{J}}$ be a STBC built over the cyclic division algebra $\mathcal{A}=(\mathbb{L} / \mathbb{K}, \sigma, \gamma)$ as in (7), where $\gamma \in \mathfrak{O}_{\mathbb{K}}$ not the norm of an element in $\mathbb{L}$. Then,

$$
N(\mathfrak{I}) \leq \delta\left(\mathcal{C}_{\mathfrak{J}}\right) \leq \min _{x \in \mathfrak{I}} N_{\mathbb{L} / \mathbb{Q}}(x)
$$

We end this section by providing the definition of a perfect STBC as follows.
Definition 6. A $n \times n$ STBC is called a perfect STBC if $i$ ) it is full-rate; ii) it is fully diverse and has NVD property; iii) the energy used to send the coded symbol on each layer is equal to that for sending the uncoded symbol themselves; and $i v$ ) all the coded symbols have the same average energy.

## IV. Proposed Layered Space-Time Index Coding

In this section, we propose the LSTIC and show that for any index set, it can provide SNR gain that is proportional to the information contained in the side information. In the proposed scheme, instead of directly tackling $\overline{\mathcal{A}}_{\mathfrak{O}_{\mathbb{L}}}$ as done in [18], we recognize the layered structure of STBC reviewed in Section III-C and perform partition layer by layer. More specifically, we split each message $w_{k}, k \in\{1, \ldots, K\}$, into $n$ sub-messages, namely $w_{k, \ell}$ for $\ell \in\{0, \ldots, n-1\}$, and encode $w_{1, \ell}, \ldots, w_{K, \ell}$ into $x_{\ell}$ the layer $\ell$. The main advantage of this approach is that now each layer's signal is in $\mathfrak{O}_{\mathbb{L}}$ and thereby one can apply CRT for partitioning. In what follows, we focus solely on cyclic division algebras with $\gamma \in \mathfrak{O}_{\mathbb{K}}$, such that none of $\gamma, \gamma^{2}, \ldots, \gamma^{n-1}$ are norms of element in $\mathbb{L}$. We split the discussion into two parts depending on whether $\mathfrak{I}$ is principal or not. The first case includes constructions from $2 \times 2,3 \times 3$, and $4 \times 4$ perfect STBC while the second case encompasses constructions from the $6 \times 6$ perfect STBC. The similar approach can also be applied to Alamouti code for constructing Layered Alamouti-coded index coding, which will be discussed in Section IX,

Remark 7. We emphasize that the approach that we propose in the following in fact applies to any cyclic division algebra with the non-norm element $\gamma$ with $\mathbb{K}=\mathbb{Q}(i)$ or $\mathbb{Q}(\omega)$. For instance, the STBC design with non-norm element $\gamma \in \mathbb{K}$ in [32] can also be used as the base STBC of our LSTIC. The main reason that we particularly focus on $\gamma \in \mathfrak{O}_{\mathbb{K}}$ is so that we can rely on Lemma 5 to prove a lower bound on the side information gain. Apart from this, the proposed method does not require $\gamma \in \mathfrak{O}_{\mathbb{K}}$.

## A. LSTIC with principal $\mathfrak{I}$

Without loss of generality, we assume that $\mathfrak{I}$ is generated by some $\alpha \in \mathfrak{O}_{\mathbb{L}}$, i.e., $\mathfrak{I}=\alpha \mathfrak{O}_{\mathbb{L}}$. Then, (6) becomes

$$
\begin{aligned}
\overline{\mathcal{A}}_{\mathfrak{I}} & =\left\{x_{0}+x_{1} \mathrm{e}+\ldots+x_{n-1} \mathrm{e}^{n-1} \mid x_{0}, x_{1}, \ldots, x_{n-1} \in \alpha \mathfrak{O}_{\mathbb{L}}\right\}, \\
& =\left\{\alpha x_{0}+\alpha x_{1} \mathrm{e}+\ldots+\alpha x_{n-1} \mathrm{e}^{n-1} \mid x_{0}, x_{1}, \ldots, x_{n-1} \in \mathfrak{O}_{\mathbb{L}}\right\},
\end{aligned}
$$

and (7) can be rewritten as

$$
\left\{\left.D(\alpha) \cdot\left(\begin{array}{cccc}
x_{0} & x_{1} & \ldots & x_{n-1}  \tag{8}\\
\gamma \sigma\left(x_{n-1}\right) & \sigma\left(x_{0}\right) & & \sigma\left(x_{n-2}\right) \\
\vdots & & \ddots & \vdots \\
\gamma \sigma^{n-1}\left(x_{1}\right) & \gamma \sigma^{n-1}\left(x_{2}\right) & \ldots & \sigma^{n-1}\left(x_{0}\right)
\end{array}\right) \right\rvert\, \begin{array}{l} 
\\
\left.x_{0}, \ldots, x_{n-1} \in \mathfrak{D}_{\mathbb{L}}\right\}, ~ \text {, }
\end{array}\right\}
$$

where

$$
D(\alpha) \triangleq\left(\begin{array}{cccc}
\alpha & 0 & \ldots & 0 \\
0 & \sigma(\alpha) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \sigma^{n-1}(\alpha)
\end{array}\right)
$$

We emphasize here that, as mentioned in Section III-C, the codebook that we actually use should be a scaled version of the above codebook to satisfy the power constraint. However, in our analysis, what we really care is the ratio between the minimum determinants of the codebooks with and without side information, where the scaling does not make any difference. Therefore, throughout the paper, when analyzing the proposed scheme, we ignore the scaling factor for the sake of brevity. On the other hand, in our simulations, we do take the scaling into account and normalize the codebook to make the parameters reflect the actual SNR.

We can now use the technique in [17] to partition $\mathfrak{O}_{\mathbb{L}}$. Let $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{K}$ be $K$ ideals in $\mathfrak{O}_{\mathbb{L}}$ that are relatively prime and have $N\left(\mathfrak{q}_{k}\right)=q_{k}, k \in\{1, \ldots, K\}$. Note that $\mathfrak{q}_{k} \mathrm{~s}$ are not necessarily prime ideals and $q_{k} \mathrm{~s}$ are not necessarily prime. We have $\mathfrak{q}_{1} \cap \ldots \cap \mathfrak{q}_{K}=\mathfrak{q}_{1} \cdot \ldots \cdot \mathfrak{q}_{K} \triangleq \mathfrak{q}$. From CRT, we have

$$
\mathfrak{O}_{\mathbb{L}} / \mathfrak{q} \cong \mathfrak{O}_{\mathbb{L}} / \mathfrak{q}_{1} \times \ldots \times \mathfrak{O}_{\mathbb{L}} / \mathfrak{q}_{K} \cong \mathbb{B}_{q_{1}} \times \ldots \times \mathbb{B}_{q_{K}}
$$

where $\mathbb{B}_{q_{k}}=\mathfrak{O}_{\mathbb{L}} / \mathfrak{q}_{k}$ is a commutative ring 1 with size $q_{k}$. Let $\mathcal{M}$ be an isomorphism that maps $\mathbb{B}_{q_{1}} \times$ $\ldots \times \mathbb{B}_{q_{K}}$ to a complete set of coset leaders of $\mathfrak{D}_{\mathbb{L}} / \mathfrak{q}$ having minimum energy.

Now, for $k \in\{1, \ldots, K\}$, let $w_{k} \in \mathbb{B}_{q_{k}}^{n}$ which can be represented as $w_{k}=\left(w_{k, 0}, \ldots, w_{k, n-1}\right)$ where each $w_{k, \ell} \in \mathbb{B}_{q_{k}}$. The encoder collects $w_{1, \ell}, \ldots, w_{K, \ell}$ to form the signal of the layer $\ell \in\{0, \ldots, n-1\}$ as

$$
x_{\ell}=\mathcal{M}\left(w_{1, \ell}, \ldots, w_{K, \ell}\right) \in \mathfrak{O}_{\mathbb{L}} / \mathfrak{q}, \quad \ell \in\{0, \ldots, n-1\} .
$$

The overall codebook corresponds to

$$
\overline{\mathcal{A}}=\left\{\alpha x_{0}+\alpha x_{1} \mathrm{e}+\ldots+\alpha x_{n-1} \mathrm{e}^{n-1} \mid x_{0}, \ldots, x_{n-1} \in \mathfrak{O}_{\mathbb{L}} / \mathfrak{q}\right\},
$$

a subset of $\overline{\mathcal{A}}_{\mathcal{J}}$ and has the matrix form as that in (8) with $x_{0}, \ldots, x_{n-1} \in \mathfrak{O}_{\mathbb{L}} / \mathfrak{q}$.
For the proposed LSTIC within this class, we can show the following theorem.
Theorem 8. For any $\mathcal{S} \subset\{1, \ldots, K\}$, the proposed LSTIC with principal $\mathfrak{I}$ provides a side information gain at least $6 \mathrm{~dB} /$ bits per real symbol, i.e., $\Gamma(\mathcal{C}, \mathcal{S}) \geq 6 \mathrm{~dB} /$ bits per real symbol. Moreover, if all $\mathfrak{q}_{k}$, $k \in\{1, \ldots, K\}$, are principal, then $\Gamma(\mathcal{C}, \mathcal{S})=6 \mathrm{~dB} /$ bits per real symbol.

Proof. We first note that in the proposed scheme, each message is spread onto $n$ layers of signals, which are then mapped to a $n \times n$ complex codeword matrix. i.e., $2 n^{2}$ real symbols. Therefore, the rate of the message $w_{k}$ is given by

$$
\begin{equation*}
R_{k}=\frac{1}{2 n^{2}} \log _{2}\left(q_{k}^{n}\right)=\frac{1}{2 n} \log _{2}\left(q_{k}\right), \quad \text { bits per real symbol. } \tag{9}
\end{equation*}
$$

Consider a generic receiver with index set $\mathcal{S}$, let the messages be $w_{s}=v_{s}$ for $s \in \mathcal{S}$. This means that $w_{s, \ell}=v_{s, \ell}$ for all $\ell \in\{0, \ldots, n-1\}$ are known at the receiver. Let us first take $\mathcal{S}=\{s\}$ for example. The $\ell$ th layer's signal can then be rewritten as

$$
\begin{aligned}
x_{\ell}^{\{s\}} & =\mathcal{M}\left(w_{1, \ell}, \ldots, w_{s-1, \ell}, v_{s, \ell}, w_{s+1, \ell}, \ldots, w_{K, \ell}\right) \\
& \stackrel{(a)}{=} \mathcal{M}\left(0, \ldots, 0, v_{s}, 0, \ldots, 0\right)+\mathcal{M}\left(w_{1, \ell}, \ldots, w_{s-1, \ell}, 0, w_{s+1, \ell}, \ldots, w_{K, \ell}\right)+\zeta_{\ell}^{\{s\}} \\
& =\xi_{\ell}^{\{s\}}+\tilde{x}_{\ell}^{\{s\}}
\end{aligned}
$$

[^1]where $\zeta_{\ell}^{\{s\}} \in \mathfrak{q}, \tilde{x}_{\ell}^{\{s\}} \triangleq \mathcal{M}\left(w_{1, \ell}, \ldots, w_{s-1, \ell}, 0, w_{s+1, \ell}, \ldots, w_{K, \ell}\right)+\zeta_{\ell}^{\{s\}}$, and $\xi_{\ell}^{\{s\}} \triangleq \mathcal{M}\left(0, \ldots, 0, v_{s}, 0, \ldots, 0\right)$ is known at the receiver. The equality (a) above holds because $\mathcal{M}$ is an isomorphism. From CRT, we have
$$
\left(x_{\ell}^{\{s\}}-\xi_{\ell}^{\{s\}}\right) \quad \bmod \mathfrak{q}_{s}=0
$$
which implies that $x_{\ell}^{\{s\}}$ belongs to a shifted version of $\mathfrak{q}_{s}$. For the general $\mathcal{S}$, we can similarly show that
\[

$$
\begin{align*}
x_{\ell}^{\mathcal{S}} & =\mathcal{M}\left(d_{1, \ell}, \ldots, d_{K, \ell}\right)+\mathcal{M}\left(u_{1, \ell}, \ldots, u_{K, \ell}\right)+\zeta_{\ell}^{\mathcal{S}} \\
& =\xi_{\ell}^{\mathcal{S}}+\tilde{x}_{\ell}^{\mathcal{S}} \tag{10}
\end{align*}
$$
\]

where $\zeta_{\ell}^{\mathcal{S}} \in \mathfrak{q}, \tilde{x}_{\ell}^{\mathcal{S}}=\mathcal{M}\left(u_{1, \ell}, \ldots, u_{K, \ell}\right)+\zeta_{\ell}^{\mathcal{S}}$, and $\xi_{\ell}^{\mathcal{S}} \triangleq \mathcal{M}\left(d_{1, \ell}, \ldots, d_{K, \ell}\right)$ with

$$
d_{k, \ell}= \begin{cases}v_{k, \ell}, & k \in \mathcal{S}  \tag{11}\\ 0, & k \in \mathcal{S}^{c}\end{cases}
$$

and

$$
u_{k, \ell}= \begin{cases}0, & k \in \mathcal{S}  \tag{12}\\ w_{k, \ell}, & k \in \mathcal{S}^{c}\end{cases}
$$

Note that $\xi_{\ell}^{\mathcal{S}}$ is known at the receiver. We now have

$$
\left(x_{\ell}^{\mathcal{S}}-\xi_{\ell}^{\mathcal{S}}\right) \quad \bmod \mathfrak{q}_{s}=0, \quad \text { for all } s \in \mathcal{S}
$$

which shows that $x_{\ell}^{\mathcal{S}}$ belongs to a shifted version of $\cap_{s \in \mathcal{S}} \mathfrak{q}_{s}=\Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}$. Therefore, after revealing $w_{\mathcal{S}}$, the code $\mathcal{C}_{\mathcal{S}}$ corresponds to

$$
\left\{\alpha\left(\xi_{0}^{\mathcal{S}}+\ldots+\xi_{n-1}^{\mathcal{S}} \mathrm{e}^{n-1}\right)+\alpha\left(\tilde{x}_{0}^{\mathcal{S}}+\ldots+\tilde{x}_{n-1}^{\mathcal{S}} \mathrm{e}^{n-1}\right) \mid \tilde{x}_{0}^{\mathcal{S}}, \ldots, \tilde{x}_{n-1}^{\mathcal{S}} \in \Pi_{s \in \mathcal{S} \mathfrak{S}_{s}}\right\}
$$

Hence, thanks to that $\sigma$ is a homomorphism, each codeword $\mathbf{X} \in \mathcal{C}_{\mathcal{S}}$ has the matrix form given by

$$
\mathbf{X}=\mathbf{V}^{\mathcal{S}}+\tilde{\mathbf{X}}^{\mathcal{S}}
$$

where

$$
\mathbf{V}^{\mathcal{S}}=D(\alpha) \cdot\left(\begin{array}{cccc}
\xi_{0}^{\mathcal{S}} & \xi_{1}^{\mathcal{S}} & \ldots & \xi_{n-1}^{\mathcal{S}} \\
\gamma \sigma\left(\xi_{n-1}^{\mathcal{S}}\right) & \sigma\left(\xi_{0}^{\mathcal{S}}\right) & & \sigma\left(\xi_{n-2}^{\mathcal{S}}\right) \\
\vdots & & \ddots & \vdots \\
\gamma \sigma^{n-1}\left(\xi_{1}^{\mathcal{S}}\right) & \gamma \sigma^{n-1}\left(\xi_{2}^{\mathcal{S}}\right) & \ldots & \sigma^{n-1}\left(\xi_{0}^{\mathcal{S}}\right)
\end{array}\right)
$$

and

$$
\tilde{\mathbf{X}}^{\mathcal{S}}=D(\alpha) \cdot\left(\begin{array}{cccc}
\tilde{x}_{0}^{\mathcal{S}} & \tilde{x}_{1}^{\mathcal{S}} & \ldots & \tilde{x}_{n-1}^{\mathcal{S}} \\
\gamma \sigma\left(\tilde{x}_{n-1}^{\mathcal{S}}\right) & \sigma\left(\tilde{x}_{0}^{\mathcal{S}}\right) & & \sigma\left(\tilde{x}_{n-2}^{\mathcal{S}}\right) \\
\vdots & & \ddots & \vdots \\
\gamma \sigma^{n-1}\left(\tilde{x}_{1}^{\mathcal{S}}\right) & \gamma \sigma^{n-1}\left(\tilde{x}_{2}^{\mathcal{S}}\right) & \ldots & \sigma^{n-1}\left(\tilde{x}_{0}^{\mathcal{S}}\right)
\end{array}\right)
$$

Note that the second part of $\tilde{\mathbf{X}}^{\mathcal{S}}$ is a codeword of the code

$$
\mathcal{C}_{\Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}}=\left\{\left.\left(\begin{array}{cccc}
x_{0} & x_{1} & \ldots & x_{n-1} \\
\gamma \sigma\left(x_{n-1}\right) & \sigma\left(x_{0}\right) & & \sigma\left(x_{n-2}\right) \\
\vdots & & \ddots & \vdots \\
\gamma \sigma^{n-1}\left(x_{1}\right) & \gamma \sigma^{n-1}\left(x_{2}\right) & \ldots & \sigma^{n-1}\left(x_{0}\right)
\end{array}\right) \right\rvert\, \begin{array}{l} 
\\
\left.x_{0}, \ldots, x_{n-1} \in \Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}\right\}, ~
\end{array}\right.
$$

whose minimum determinant can be bounded by Lemma 5 as follows,

$$
\begin{equation*}
\delta\left(\mathcal{C}_{\Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}}\right) \geq N\left(\Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}\right) . \tag{13}
\end{equation*}
$$

The receiver can now subtract the known $\mathbf{V}^{\mathcal{S}}$ and compute the minimum determinant as

$$
\begin{aligned}
\delta\left(\mathcal{C}_{\mathcal{S}}\right) & =|\operatorname{det}(D(\alpha))|^{2} \delta\left(\mathcal{C}_{\Pi_{s \in \mathcal{S}} \mathfrak{S}_{s}}\right) \\
& =\left|N_{\mathbb{L} / \mathbb{K}}(\alpha)\right|^{2} \delta\left(\mathcal{C}_{\Pi_{s \in \mathcal{S}}}\right) \\
& \stackrel{(a)}{=} N(\alpha) \delta\left(\mathcal{C}_{\Pi_{s \in S} \mathcal{S}_{s}}\right),
\end{aligned}
$$

where (a) follows from the fact that $\mathbb{K}=\mathbb{Q}(i)$ or $\mathbb{Q}(\omega)$ is a quadratic extension. Plugging (13) into the above equation results in

$$
\begin{align*}
\delta\left(\mathcal{C}_{\mathcal{S}}\right) & \geq N(\alpha) N\left(\Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}\right) \\
& =N(\alpha) \Pi_{s \in \mathcal{S}} N\left(\mathfrak{q}_{s}\right)=N(\alpha) \Pi_{s \in \mathcal{S}} q_{s} \tag{14}
\end{align*}
$$

where the last equality follows from the fact that the ideal norm is multiplicative. Moreover, without revealing any side information, the overall codebook would have

$$
\begin{equation*}
\delta(\mathcal{C})=N(\alpha) N(1)=N(\alpha) . \tag{15}
\end{equation*}
$$

Combining (9), (14), and (15) results in

$$
\begin{aligned}
\Gamma(\mathcal{C}, \mathcal{S}) & \geq \frac{10 \log _{10}\left(\Pi_{s \in \mathcal{S}} q_{s}\right)}{n \frac{1}{2 n} \sum_{s \in \mathcal{S}} \log _{2}\left(q_{s}\right)} \\
& =\frac{\sum_{s \in \mathcal{S}} 20 \log _{10}\left(q_{s}\right)}{\sum_{s \in \mathcal{S}} \log _{2}\left(q_{s}\right)}=6 \mathrm{~dB} / \text { bits per real symbol. }
\end{aligned}
$$

To prove the second statement, we note that if the ideal $\Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}$ is principal, then we can indeed find an element in the ideal such that the inequality in (14) holds with equality. Hence, if $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{K}$ are all principal, $\Gamma(\mathcal{C}, \mathcal{S})=6 \mathrm{~dB}$ for every $\mathcal{S}$.

## B. LSTIC with non-principal $\mathfrak{I}$

We now construct LSTIC from a STBC based on a cyclic division algebra $\mathcal{A}=(\mathbb{L} / \mathbb{K}, \sigma, \gamma)$ and a non-principal ideal $\mathfrak{I}$ in $\mathfrak{O}_{\mathbb{L}}$ as described in (6). Let $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{K}$ be $K$ ideals in $\mathfrak{O}_{\mathbb{L}}$ that are relatively prime and have norm $N\left(\mathfrak{q}_{k}\right)=q_{k}, k \in\{1, \ldots, K\}$. We again let $\mathfrak{q}_{1} \cdot \ldots \cdot \mathfrak{q}_{K}=\mathfrak{q}$. We further assume that each $\mathfrak{q}_{k}$ and $\mathfrak{I}$ are relatively prime, which also implies that $\mathfrak{q}$ and $\mathfrak{I}$ are relatively prime. From the second isomorphism theorem [29] and CRT, we have

$$
\begin{aligned}
\mathfrak{I} / \mathfrak{I q} & \stackrel{(a)}{=} \mathfrak{I} / \mathfrak{I} \cap \mathfrak{q} \stackrel{(b)}{\cong}(\mathfrak{I}+\mathfrak{q}) / \mathfrak{q} \\
& \stackrel{(c)}{=} \mathfrak{O}_{\mathbb{L}} / \mathfrak{q} \stackrel{(d)}{=} \mathfrak{O}_{\mathbb{L}} / \mathfrak{q}_{1} \times \ldots \times \mathfrak{O}_{\mathbb{L}} / \mathfrak{q}_{K} \\
& \cong \mathbb{B}_{q_{1}} \times \ldots \times \mathbb{B}_{q_{K}},
\end{aligned}
$$

where both (a) and (c) are due to the fact that $\mathfrak{q}$ and $\mathfrak{I}$ are relatively prime, (b) follows from the second isomorphism theorem, and (d) follows from CRT. We use $\mathbb{B}_{q_{k}}$ to denote the quotient ring that is isomorphic to $\mathfrak{O}_{\mathbb{L}} / \mathfrak{q}_{k}$ which has size $q_{k}$. Let $\mathcal{M}$ be an isomorphism that maps elements in $\mathbb{B}_{q_{1}} \times \ldots \times \mathbb{B}_{q_{K}}$ to a complete set of coset leaders of $\mathfrak{I} / \mathfrak{I q}$.

For $k \in\{1, \ldots, K\}$, we again enforce $w_{k}=\left(w_{k, 0}, \ldots, w_{k, n-1}\right) \in \mathbb{B}_{q_{k}}^{n}$ where each $\ell \in\{0, \ldots, n-1\}$. The sub-messages $w_{1, \ell}, \ldots, w_{K, \ell}$ are collected and encoded into $x_{\ell}$ the signal of the $\ell \in\{0, \ldots, n-1\}$ layer as

$$
x_{\ell}=\mathcal{M}\left(w_{1, \ell}, \ldots, w_{K, \ell}\right) \in \mathfrak{I} / \mathfrak{I q}, \quad \ell \in\{0, \ldots, n-1\} .
$$

The overall codebook now corresponds to $\left\{x_{0}+x_{1} \mathrm{e}+\ldots+x_{n-1} \mathrm{e}^{n-1} \mid x_{0}, \ldots, x_{n-1} \in \mathfrak{I} / \mathfrak{I q}\right\}$ a subset of $\overline{\mathcal{A}}_{\mathcal{J}}$ and has the matrix form as that in (7) with $x_{0}, \ldots, x_{n-1} \in \mathfrak{I} / \mathfrak{I q}$.

For the proposed LSTIC within this class, we can show the following theorem.

Theorem 9. For any $\mathcal{S} \subset\{1, \ldots, K\}$, the side information gain achieved by the proposed LSTIC with non-principal ideal $\mathfrak{I}$ is lower bounded as

$$
\Gamma(\mathcal{C}, \mathcal{S}) \geq 6+\gamma_{\mathfrak{J}} \mathrm{dB} / \text { bits per real symbol, }
$$

where

$$
\begin{equation*}
\gamma_{\mathfrak{I}}=20 \log _{10}\left(\frac{N(\mathfrak{I})}{\min _{x \in \mathfrak{I}} N_{\mathbb{L} / \mathbb{Q}}(x)}\right), \tag{16}
\end{equation*}
$$

is negative and is only a function of $\mathfrak{I}$ and is independent of $\mathcal{S}$.
Proof. We again note that the rate of the message $w_{k}$ is given by

$$
\begin{equation*}
R_{k}=\frac{1}{2 n^{2}} \log _{2}\left(q_{k}^{n}\right)=\frac{1}{2 n} \log _{2}\left(q_{k}\right), \quad \text { bits per real symbol. } \tag{17}
\end{equation*}
$$

We consider a generic receiver having index set $\mathcal{S}$. Suppose the messages $w_{s}=v_{s}$ for $s \in \mathcal{S}$ are known, which means that $w_{s, \ell}=v_{s, \ell}$ for all $\ell \in\{0, \ldots, n-1\}$ are known at the receiver. Similar to (10), we have

$$
\begin{aligned}
x_{\ell}^{\mathcal{S}} & =\mathcal{M}\left(d_{1, \ell}, \ldots, d_{K, \ell}\right)+\mathcal{M}\left(u_{1, \ell}, \ldots, u_{K, \ell}\right)+\zeta_{\ell}^{\mathcal{S}} \\
& =\xi_{\ell}^{\mathcal{S}}+\tilde{x}_{\ell}^{\mathcal{S}}
\end{aligned}
$$

where $d_{k, \ell}$ and $u_{k, \ell}$ are defined in (11) and (12), respectively, and $\zeta_{\ell}^{\mathcal{S}} \in \mathfrak{I q}$. Therefore, we have

$$
\left(x_{\ell}^{\mathcal{S}}-\xi_{\ell}^{\mathcal{S}}\right) \quad \bmod \mathfrak{I q}_{s}=0, \quad \text { for all } s \in \mathcal{S}
$$

which means that $x_{\ell}^{\mathcal{S}}$ belongs to a shifted version of

$$
\begin{aligned}
\cap_{s \in \mathcal{S}} \mathfrak{I q}_{s} & \stackrel{(a)}{=} \cap_{s \in \mathcal{S}}\left(\mathfrak{I} \cap \mathfrak{q}_{s}\right) \\
& =\mathfrak{I} \cap\left(\cap_{s \in \mathcal{S}} \mathfrak{q}_{s}\right) \stackrel{(b)}{=} \mathfrak{I} \Pi_{s \in \mathcal{S}} \mathfrak{q}_{s},
\end{aligned}
$$

where (a) follows from that $\mathfrak{I}$ and $\mathfrak{q}_{s}$ are relatively prime for each $s$ and (b) is due to the fact that $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{K}$ are relatively prime.

After revealing $w_{\mathcal{S}}$, the code $\mathcal{C}_{\mathcal{S}}$ would correspond to

$$
\left\{\left(\xi_{0}^{\mathcal{S}}+\ldots+\xi_{n-1}^{\mathcal{S}} \mathrm{e}^{n-1}\right)+\left(\tilde{x}_{0}^{\mathcal{S}}+\ldots+\tilde{x}_{n-1}^{\mathcal{S}} \mathrm{e}^{n-1}\right) \mid \tilde{x}_{0}^{\mathcal{S}}, \ldots, \tilde{x}_{n-1}^{\mathcal{S}} \in \Im \Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}\right\}
$$

Therefore, each codeword $\mathbf{X} \in \mathcal{C}_{\mathcal{S}}$ has the matrix form given by

$$
\mathbf{X}=\mathbf{V}^{\mathcal{S}}+\tilde{\mathbf{X}}^{\mathcal{S}}
$$

where

$$
\mathbf{V}^{\mathcal{S}}=\left(\begin{array}{cccc}
\xi_{0}^{\mathcal{S}} & \xi_{1}^{\mathcal{S}} & \ldots & \xi_{n-1}^{\mathcal{S}} \\
\gamma \sigma\left(\xi_{n-1}^{\mathcal{S}}\right) & \sigma\left(\xi_{0}^{\mathcal{S}}\right) & & \sigma\left(\xi_{n-2}^{\mathcal{S}}\right) \\
\vdots & & \ddots & \vdots \\
\gamma \sigma^{n-1}\left(\xi_{1}^{\mathcal{S}}\right) & \gamma \sigma^{n-1}\left(\xi_{2}^{\mathcal{S}}\right) & \ldots & \sigma^{n-1}\left(\xi_{0}^{\mathcal{S}}\right)
\end{array}\right)
$$

and

$$
\tilde{\mathbf{X}}^{\mathcal{S}}=\left(\begin{array}{cccc}
\tilde{x}_{0}^{\mathcal{S}} & \tilde{x}_{1}^{\mathcal{S}} & \ldots & \tilde{x}_{n-1}^{\mathcal{S}} \\
\gamma \sigma\left(\tilde{x}_{n-1}^{\mathcal{S}}\right) & \sigma\left(\tilde{x}_{0}^{\mathcal{S}}\right) & & \sigma\left(\tilde{x}_{n-2}^{\mathcal{S}}\right) \\
\vdots & & \ddots & \vdots \\
\gamma \sigma^{n-1}\left(\tilde{x}_{1}^{\mathcal{S}}\right) & \gamma \sigma^{n-1}\left(\tilde{x}_{2}^{\mathcal{S}}\right) & \ldots & \sigma^{n-1}\left(\tilde{x}_{0}^{\mathcal{S}}\right)
\end{array}\right)
$$

We can again note that $\tilde{\mathbf{X}}^{\mathcal{S}}$ belongs to

$$
\mathcal{C}_{\Im \Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}}=\left\{\left.\left(\begin{array}{cccc}
x_{0} & x_{1} & \ldots & x_{n-1} \\
\gamma \sigma\left(x_{n-1}\right) & \sigma\left(x_{0}\right) & & \sigma\left(x_{n-2}\right) \\
\vdots & & \ddots & \vdots \\
\gamma \sigma^{n-1}\left(x_{1}\right) & \gamma \sigma^{n-1}\left(x_{2}\right) & \ldots & \sigma^{n-1}\left(x_{0}\right)
\end{array}\right) \right\rvert\, x_{0}, \ldots, x_{n-1} \in \Im^{\prime} \Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}\right\},
$$

whose minimum determinant can be bounded via Lemma 5 by

$$
\delta\left(\mathcal{C}_{\mathfrak{J} \Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}}\right) \geq N\left(\Im \Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}\right) .
$$

One can now remove the contribution of $\mathbf{V}^{\mathcal{S}}$ from the received signal and bound the minimum determinant as

$$
\begin{align*}
\delta\left(\mathcal{C}_{\mathcal{S}}\right) & \geq N(\mathfrak{I}) N\left(\Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}\right) \\
& =N(\mathfrak{I}) \Pi_{s \in \mathcal{S}} N\left(\mathfrak{q}_{s}\right)=N(\mathfrak{I}) \Pi_{s \in \mathcal{S}} q_{s} \tag{18}
\end{align*}
$$

When no side information is available, we can again use Lemma 5 to bound the minimum determinant as

$$
\begin{equation*}
N(\mathfrak{I}) \leq \delta(\mathcal{C}) \leq \min _{x \in \mathfrak{I}} N_{\mathbb{L} / \mathbb{Q}}(x) \tag{19}
\end{equation*}
$$

Combining (17), (18), and (19) results in

$$
\begin{aligned}
\Gamma(\mathcal{C}, \mathcal{S}) & \geq \frac{10 \log _{10}\left(N\left(\Pi_{s \in \mathcal{S}} \mathfrak{q}_{s}\right) \frac{N(\mathfrak{J})}{\min _{x \in \mathcal{J}} N_{\mathbb{L} / \mathbb{Q}}(x)}\right)}{n \frac{1}{2 n} \sum_{s \in \mathcal{S}} \log _{2}\left(p_{s}\right)} \\
& =\frac{\sum_{s \in \mathcal{S}} 20 \log _{10}\left(q_{s}\right)}{\sum_{s \in \mathcal{S}} \log _{2}\left(q_{s}\right)}+\frac{20 \log _{10}\left(\frac{N(\mathfrak{J})}{\min _{x \in \mathcal{J}} N_{\mathrm{L} / \mathrm{Q}}(x)}\right)}{\sum_{s \in \mathcal{S}} \log _{2}\left(p_{s}\right)} \\
& =6+\gamma_{\mathfrak{J}, \mathcal{S}} \mathrm{dB} / \text { bits per real symbol. }
\end{aligned}
$$

Noting that $\gamma_{\mathfrak{J}, \mathcal{S}} \leq 0$ from (19) and $\gamma_{\mathfrak{J}, \mathcal{S}} \geq \gamma_{\mathfrak{I}}$ completes the proof.

## V. Layered Golden-Coded Index Coding

In this section, we propose layered Golden-coded index coding, a family of LSTIC constructed from Golden code. To provide a concrete illustration of how the proposed scheme works, we will walk through this example in detail. Before proceeding, we note that the layered Golden-coded index coding proposed here is different, in essence, from the Golden-coded index coding in [18]. Here, we partition the code layer by layer while in [18] we directly tackle the Golden algebra. We would like to emphasize that neither of these two schemes subsumes the other as a special case; however, the approach taken in [18] only works for some particular primes.

Let $\mathbb{L}=\mathbb{Q}(\mathrm{i}, \sqrt{5})$ a quadratic extension of $\mathbb{K}=\mathbb{Q}(\mathrm{i})$ and consider the non-trivial $\mathbb{Q}(\mathrm{i})$-automorphism $\sigma: \sqrt{5} \rightarrow-\sqrt{5}$. Also, let $\gamma=\mathrm{i}$. The Golden code is built from the Golden algebra given by

$$
\mathcal{G}=(\mathbb{Q}(\mathrm{i}, \sqrt{5}) / \mathbb{Q}(i), \sigma, \mathrm{i})=\left\{x_{0}+x_{1} \mathrm{e} \mid x_{0}, x_{1} \in \mathbb{Q}(i, \sqrt{5})\right\}
$$

where $\mathrm{e}^{2}=\mathrm{i}$ and $z \mathrm{e}=\mathrm{e} \sigma(z)$. The ring of integers of $\mathbb{L}$ is $\mathfrak{O}_{\mathbb{L}}=\mathbb{Z}[\mathrm{i}][\theta]$ where $\theta=\frac{1+\sqrt{5}}{2}$. Let $\mathfrak{I}=\alpha \mathfrak{O}_{\mathbb{L}}$ be the principal ideal generated by $\alpha=1+\mathrm{i} \bar{\theta}$ where $\bar{\theta} \triangleq \sigma(\theta)$. The Golden code [25] corresponds to

$$
\mathcal{G}_{\mathfrak{I}}=\left\{x_{0}+x_{1} \mathrm{e} \mid x_{0}, x_{1} \in \alpha \mathfrak{O}_{\mathbb{L}}\right\}
$$

which can be put into the matrix form

$$
\begin{aligned}
& \mathcal{C}_{\mathfrak{J}}=\left\{\left.\frac{1}{\sqrt{5}}\left(\begin{array}{cc}
\alpha x_{0} & \alpha x_{1} \\
i \sigma\left(\alpha x_{1}\right) & \sigma\left(\alpha x_{0}\right)
\end{array}\right) \right\rvert\, x_{0}, x_{1} \in \mathbb{Z}[i][\theta]\right\} \\
& =\left\{\left.\frac{1}{\sqrt{5}}\left(\begin{array}{cc}
\alpha(a+b \theta) & \alpha(c+d \theta) \\
i \sigma(\alpha)(c+d \bar{\theta}) & \sigma(\alpha)(a+b \bar{\theta})
\end{array}\right) \right\rvert\, a, b, c, d \in \mathbb{Z}[i]\right\} .
\end{aligned}
$$

The proposed layered Golden-coded index coding can be categorized into the class in Section IV-A, Let $\mathfrak{q}_{1}, \mathfrak{q}_{2}, \ldots, \mathfrak{q}_{K}$ be prime ideals in $\mathfrak{O}_{\mathbb{L}}$ that are relatively prime. Let $\mathfrak{q}_{1} \ldots \mathfrak{q}_{K} \triangleq \mathfrak{q}$. Also, let $\left|\mathfrak{O}_{\mathbb{K}} / \mathfrak{q}_{k}\right|=$ $N\left(\mathfrak{q}_{k}\right) \triangleq q_{k}$ for $k \in\{1, \ldots, K\}$ where $q_{k} \mathrm{~s}$ are not necessarily primes. From CRT, we have

$$
\mathfrak{O}_{\mathbb{K}} / \mathfrak{q} \cong \mathfrak{O}_{\mathbb{K}} / \mathfrak{q}_{1} \times \ldots \times \mathfrak{O}_{\mathbb{K}} / \mathfrak{q}_{K} \cong \mathbb{B}_{q_{1}} \times \ldots \times \mathbb{B}_{q_{K}}
$$

where $\mathbb{B}_{q_{k}}=\mathfrak{O}_{\mathbb{K}} / \mathfrak{q}_{k}$ is a commutative ring with size $q_{k}$. This guarantees the existence of $\mathcal{M}: \mathbb{B}_{q_{1}} \times \ldots \times$ $\mathbb{B}_{q_{K}} \rightarrow \mathfrak{O}_{\mathbb{L}} / \mathfrak{q}$ an isomorphism that maps the messages to a complete set of coset leaders of $\mathfrak{O}_{\mathbb{L}} / \mathfrak{q}$ with minimum energy. In the proposed layered Golden-coded index coding scheme, we let $w_{k} \in \mathbb{B}_{q_{k}}^{2}$ and split it into $w_{k, 0}, w_{k, 1} \in \mathbb{B}_{q_{k}}$.

The sub-messages $w_{1, \ell}, \ldots, w_{K, \ell}$, for $\ell \in\{0,1\}$, are encoded onto $\mathfrak{O}_{\mathbb{L}} / \mathfrak{q}$ via $\mathcal{M}$ to form

$$
\begin{equation*}
x_{\ell}=\mathcal{M}\left(w_{1, \ell}, \ldots, w_{K, \ell}\right) \in \mathfrak{O}_{\mathbb{L}} / \mathfrak{q}, \quad \ell \in\{0,1\} . \tag{20}
\end{equation*}
$$

The overall codebook becomes a Golden code

$$
\mathcal{C}=\left\{\left.\frac{1}{\sqrt{5}}\left(\begin{array}{cc}
\alpha x_{0} & \alpha x_{1}  \tag{21}\\
i \sigma\left(\alpha x_{1}\right) & \sigma\left(\alpha x_{0}\right)
\end{array}\right) \right\rvert\, x_{0}, x_{1} \in \mathfrak{O}_{\mathbb{L}} / \mathfrak{q}\right\} .
$$

From Theorem 8, we obtain the following corollary. Note that the proof of this corollary is almost identical to that of Theorem 8 . However, as mentioned earlier, in order to provide a complete illustration, we still present the proof.

Corollary 10. For any $\mathcal{S} \subset\{1, \ldots, K\}$, the proposed layered Golden-coded index coding provides $\Gamma(\mathcal{C}, \mathcal{S})=6 \mathrm{~dB} /$ bits per real symbol.

Proof. The rate of the message $w_{k}$ is given by

$$
\begin{equation*}
R_{k}=\frac{1}{8} \log _{2}\left(N\left(\mathfrak{q}_{k}\right)^{2}\right) \quad \text { bits per real symbol. } \tag{22}
\end{equation*}
$$

Suppose some messages $w_{\mathcal{S}} \triangleq\left\{w_{k}=v_{k} \mid k \in \mathcal{S}\right\}$ are known; this means that both $w_{\mathcal{S}, \ell} \triangleq\left\{w_{k, \ell}=\right.$ $\left.v_{k, \ell} \mid k \in \mathcal{S}\right\}$ for $\ell=0$ and $\ell=1$ are known. Therefore, from Section IV-A, $x_{\ell}, \ell \in\{0,1\}$, belongs to a shifted version of $\Pi_{k \in \mathcal{S}} \mathfrak{q}_{k}$. Thus, after revealing $w_{\mathcal{S}}$, the code $\mathcal{C}_{\mathcal{S}}$ becomes a shifted version of

$$
\left\{\left.\frac{1}{\sqrt{5}}\left(\begin{array}{cc}
\alpha x_{0} & \alpha x_{1} \\
i \sigma\left(\alpha x_{1}\right) & \sigma\left(\alpha x_{0}\right)
\end{array}\right) \right\rvert\, x_{0}, x_{1} \in \Pi_{k \in \mathcal{S}} \mathfrak{q}_{k}\right\} .
$$

For every codeword $\tilde{\mathbf{X}}^{\mathcal{S}} \in \mathcal{C}_{\mathcal{S}}$ corresponding to $x_{0}, x_{1} \in \Pi_{k \in \mathcal{S}} \mathfrak{q}_{k}$, the determinant is given by

$$
\begin{aligned}
\operatorname{det}\left(\tilde{\mathbf{X}}^{\mathcal{S}}\right) & =\frac{1}{5} \operatorname{det}\left(\begin{array}{cc}
\alpha x_{0} & \alpha x_{1} \\
i \sigma\left(\alpha x_{1}\right) & \sigma\left(\alpha x_{0}\right)
\end{array}\right) \\
& \stackrel{(a)}{=} \frac{1}{5} \operatorname{det}\left(\begin{array}{cc}
\alpha x_{0} & \alpha x_{1} \\
i \sigma(\alpha) \sigma\left(x_{1}\right) & \left.\sigma(\alpha) \sigma\left(x_{0}\right)\right)
\end{array}\right) \\
& =\frac{1}{5} \operatorname{det}\left(\begin{array}{cc}
\alpha & 0 \\
0 & \sigma(\alpha)
\end{array}\right) \operatorname{det}\left(\begin{array}{cc}
x_{0} & x_{1} \\
i \sigma\left(x_{1}\right) & \sigma\left(x_{0}\right)
\end{array}\right) \\
& =\frac{1}{5} N_{\mathrm{rd}}(\alpha) \operatorname{det}\left(\begin{array}{cc}
x_{0} & x_{1} \\
i \sigma\left(x_{1}\right) & \sigma\left(x_{0}\right)
\end{array}\right),
\end{aligned}
$$

where (a) is due to that $\sigma$ is a homomorphism. Now, plugging $\left|N_{\mathrm{rd}}(\alpha)\right|^{2}=5$ results in

$$
\begin{align*}
\delta\left(\mathcal{C}_{\mathcal{S}}\right) & =\frac{1}{5}\left|\operatorname{det}\left(\begin{array}{cc}
x_{0} & x_{1} \\
i \sigma\left(x_{1}\right) & \sigma\left(x_{0}\right)
\end{array}\right)\right|^{2} \\
& \stackrel{(a)}{=} \frac{1}{5} N\left(\Pi_{k \in \mathcal{S}} \mathfrak{q}_{k}\right) \stackrel{(b)}{=} \frac{1}{5} \Pi_{k \in \mathcal{S}} N\left(\mathfrak{q}_{k}\right), \tag{23}
\end{align*}
$$

TABLE I
PRIME FACTORIZATION OF $p<100$ In $\mathbb{Z}[i][\theta]$ WHERE $\theta=\frac{1+\sqrt{5}}{2}$.

| $p$ | $\mathfrak{p}$ | $f$ |
| :---: | :---: | :---: |
| 2 | $(1+\mathrm{i})$ | 2 |
| 3 | $(\bar{\theta}-i \theta),(\bar{\theta}+\mathrm{i} \theta)$ | 2 |
| 5 | $(1+\mathrm{i} \bar{\theta}),(1-\mathrm{i} \bar{\theta})$ | 1 |
| 7 | $((1+\theta)+\mathrm{i}(1+\bar{\theta})),((1+\theta)-\mathrm{i}(1+\bar{\theta}))$ | 2 |
| 11 | $(3 \mathrm{i} \theta-\mathrm{i}),(3 \mathrm{i} \bar{\theta}-\mathrm{i})$ | 2 |
| 13 | (2+3i), $(2-3 \mathrm{i})$ | 2 |
| 17 | $(4+\mathrm{i}),(4-\mathrm{i})$ | 2 |
| 19 | $(4 \mathrm{i} \theta-\mathrm{i}),(4 \mathrm{i} \bar{\theta}-\mathrm{i})$ | 2 |
| 23 | $((3 \bar{\theta}-1)+\mathrm{i}(3 \theta-1)),((3 \bar{\theta}-1)-\mathrm{i}(3 \theta-1))$ | 2 |
| 29 | ( $2 \mathrm{i}+\theta),(2 \mathrm{i}+\bar{\theta}),(\bar{\theta}-2 \mathrm{i}),(\theta-2 \mathrm{i})$ | 1 |
| 31 | $(2-5 \bar{\theta}),(2-5 \theta)$ | 2 |
| 37 | $(6+\mathrm{i}),(6-\mathrm{i})$ | 2 |
| 41 | $(\bar{\theta}+\mathrm{i}(2 \theta-1)),(\bar{\theta}-\mathrm{i}(2 \theta-1)),(\theta-\mathrm{i}(2 \theta-1)),(\theta+\mathrm{i}(2 \theta-1))$ | 1 |
| 43 | $((4+\theta)+\mathrm{i}(4+\bar{\theta})),((4+\bar{\theta})+\mathrm{i}(4+\theta))$ | 2 |
| 47 | $((2+3 \theta)-\mathrm{i}(2+3 \bar{\theta})),((2+3 \bar{\theta})-\mathrm{i}(2+3 \theta))$ | 2 |
| 53 | $(7+2 \mathrm{i}),(7-2 \mathrm{i})$ | 2 |
| 59 | $(7 \theta-2),(7 \bar{\theta}-2)$ | 2 |
| 61 | $((2 \bar{\theta}-1)+\mathrm{i}(\theta+1)),((2 \theta-1)+\mathrm{i}(\bar{\theta}+1)),((2 \theta-1)+\mathrm{i}(\theta+1)),((2 \bar{\theta}-1)+\mathrm{i}(\bar{\theta}+1))$ | 1 |
| 67 | ((5s - 1) + $\mathrm{i}(5 \theta-1)),((5 \theta-1)+\mathrm{i}(5 \bar{\theta}-1))$ | 2 |
| 71 | $(8+\theta),(8+\bar{\theta})$ | 2 |
| 73 | $(3+8 \mathrm{i}),(3-8 \mathrm{i})$ | 2 |
| 79 | $(8 \theta-3),(8 \bar{\theta}-3)$ | 2 |
| 83 | $((4+3 \theta)+\mathrm{i}(4+3 \bar{\theta})),((4+3 \bar{\theta})+\mathrm{i}(4+3 \theta))$ | 2 |
| 89 | (2 $\bar{\theta}-\mathrm{i}(\theta+1)),(2 \theta-\mathrm{i}(\bar{\theta}+1)),(2 \bar{\theta}+\mathrm{i}(\theta+1)),(2 \bar{\theta}+\mathrm{i}(\bar{\theta}+1))$ | 1 |
| 97 | $(9+4 \mathrm{i}),(9-4 \mathrm{i})$ | 2 |

where (a) follows from [26, Corollary 3] and the fact that $\mathfrak{O}_{\mathbb{L}}=\mathbb{Z}[i][\theta]$ is a principal ideal domain and (b) follows from the fact that algebraic norm is multiplicative. Now, combining what we have obtained in (22) and (23) and the fact that $\delta(\mathcal{C})=1 / 5$ result in

$$
\Gamma(\mathcal{C}, \mathcal{S})=\frac{10 \log _{10}\left(\Pi_{k \in \mathcal{S}} N\left(\mathfrak{q}_{k}\right)\right)}{2 \frac{1}{4} \sum_{k \in \mathcal{S}} \log _{2} N\left(\mathfrak{q}_{k}\right)}=6 \mathrm{~dB} / \text { bits per real symbol. }
$$

## A. Examples and Simulation Results

In Table I, we factorize each prime $p<100$ into prime ideals in $\mathfrak{O}_{\mathbb{L}}$ via Magma [33]. Any pair of ideals in this table is relatively prime and thus $\mathfrak{q}_{k}$ can be chosen as product of some prime ideals that have not been selected for some $\mathfrak{q}_{k^{\prime}}, k^{\prime} \neq k$. In Table I, we show ideals and their inertial degrees $f$. The ramification index of each prime ideal lying above $p \neq 2,5$ is 1 and is 2 for prime ideals lying above 2,5 . This can be seen by observing that

$$
d_{\mathbb{L}}=5^{2} \cdot 4^{2},
$$

which has prime factors 2 and 5 . Moreover, since $\mathfrak{O}_{\mathbb{L}}$ is a principal ideal domain, so every $p \mathfrak{O}_{\mathbb{L}}$ can be factorized into principal prime ideals.

Simulation results for the proposed layered Golden-coded index coding are provided in Fig. 2, In this figure, three sets of simulations are performed. In the first one, we constructed the layered Golden-coded index coding with two principal ideals generated by $\beta_{1}=(\bar{\theta}-i \theta)$ and $\beta_{2}=(\bar{\theta}+\mathrm{i} \theta)$, respectively. From Table I, we see that each of these ideals corresponds to $p=3$ and has inertial degree 2 ; thus, it has norm equal to $3^{2}=9$. Thus, each message $w_{k} \in \mathbb{B}_{9}^{2}$, which is then split into sub-messages $w_{k, 1}, w_{k, 2} \in \mathbb{B}_{9}$. The sub-messages $w_{1, \ell}$ and $w_{2, \ell}$ are then encoded into $x_{\ell}$ via (20), which is then put into the matrix form in (21). Moreover, from Table [, we know that $3 \mathfrak{O}_{\mathbb{L}}=\beta_{1} \beta_{2} \mathfrak{O}_{\mathbb{L}}$. Therefore, the overall codebook corresponds


Fig. 2. CER performance for the proposed layered Golden-coded index coding.
to (21) with $x_{0}, x_{1} \in \mathfrak{O}_{\mathbb{L}} / 3 \mathfrak{D}_{\mathbb{L}}$. Simulation results in Fig. 2 show that revealing either message to the receiver provides roughly 7.3 dB of SNR gain. This conforms with the analysis that when reveal either message, we expect to achieve SNR gain

$$
\frac{1}{4} 10 \log _{10}\left(\frac{118}{10}\right)+\frac{1}{2} 10 \log _{10}(9) \approx 7.45 \mathrm{~dB}
$$

where 118 and 10 inside the first logarithm are $N_{\mathcal{C}}$ and $N_{\mathcal{C}_{\mathcal{S}}}$, respectively and the 9 inside the second logarithm is the ratio of $\delta\left(\mathcal{C}_{\mathcal{S}}\right)$ and $\delta(\mathcal{C})$.

In the second set of simulations, the two principal ideals are replaced by those generated by $\beta_{1}=(1+\mathrm{i} \bar{\theta})^{2}$ and $\beta_{2}=(1-i \bar{\theta})^{2}$, respectively. From Table II we see that $(1+i \bar{\theta})$ and $(1-i \bar{\theta})$ are both corresponding to $p=5$ with inertial degree 1 ; thus, $\beta_{1} \mathfrak{O}_{\mathbb{L}}$ and $\beta_{2} \mathfrak{O}_{\mathbb{L}}$ both have norm equal to $5^{2}=25$. Moreover, $5 \mathfrak{O}_{\mathbb{L}}=\beta_{1} \beta_{2} \mathfrak{O}_{\mathbb{L}}$; thereby, the overall codebook corresponds to (21) with $x_{0}, x_{1} \in \mathfrak{O}_{\mathbb{L}} / 5 \mathfrak{O}_{\mathbb{L}}$. Simulation results in Fig. 2 show that revealing either message to the receiver provides roughly 10 dB of SNR gain. This again coincides with the analysis which says that by revealing one side information, we can expect an SNR gain of

$$
\frac{1}{4} 10 \log _{10}\left(\frac{656}{32}\right)+\frac{1}{2} 10 \log _{10}(25) \approx 10.27 \mathrm{~dB}
$$

where 656 and 32 inside the first logarithm are $N_{\mathcal{C}}$ and $N_{\mathcal{C}_{\mathcal{S}}}$, respectively and the 25 inside the second logarithm is the ratio of $\delta\left(\mathcal{C}_{\mathcal{S}}\right)$ and $\delta(\mathcal{C})$. In the last set of simulations, the two prime ideals corresponding to $p=7$ is considered. Simulation results show that a roughly 12.1 dB SNR gain can be obtained by revealing either of the message. This again can be well predicted by the analysis which indicates that we can expect an SNR gain of

$$
\frac{1}{4} 10 \log _{10}\left(\frac{2042}{41}\right)+\frac{1}{2} 10 \log _{10}(49) \approx 12.69 \mathrm{~dB}
$$

where 2042 and 41 inside the first logarithm are $N_{\mathcal{C}}$ and $N_{\mathcal{C}_{\mathcal{S}}}$, respectively and the 49 inside the second logarithm is the ratio of $\delta\left(\mathcal{C}_{\mathcal{S}}\right)$ and $\delta(\mathcal{C})$.

Remark 11. We end this section by showing that the proposed layered Golden-coded index coding is not a special case of the Golden-coded index coding in [18] and vice versa. The Golden-coded index coding in [18] is constructed over $\mathbb{Z}[\mathrm{e}][\theta]$ with ideals of the form $(\alpha+\beta \mathrm{e}) \mathbb{Z}[\mathrm{e}][\theta]$ where $\alpha, \beta \in \mathbb{Z}[\mathrm{i}]$. Consider $p=17$ for which [18, Example 6] indicates that $17 \mathbb{Z}[\mathrm{e}][\theta]$ can be partitioned into 4 ideals, each with norm $17^{2}$. So the Golden-coded index coding can take messages of size $17^{2}$. To do the same for our layered scheme, it requires an ideal in $\mathbb{Z}[i][\theta]$ to have norm 17 , which is impossible from the result in Table I. Now, let us consider $p=29$ where Table $\square$ shows that $29 \mathbb{Z}[i][\theta]$ can be partitioned into four ideals, each with norm 29. Hence, the proposed layered Golden-coded index coding can take messages of size $29^{2}$. This will require $29 \mathbb{Z}[\mathrm{e}][\theta]$ to be partitioned into ideals of the form $\alpha+\beta \mathrm{e}$ with norm $29^{2}$. However, using Magma, we obtain that $29 \mathbb{Z}[\mathrm{e}][\theta]=\mathfrak{I}_{1} \mathfrak{I}_{2} \mathfrak{I}_{3} \mathfrak{I}_{4}$ with $\mathfrak{I}_{1}=(\bar{\theta}+2 \mathrm{i}) \mathbb{Z}[\mathrm{e}][\theta], \mathfrak{I}_{2}=(\bar{\theta}-2 \mathrm{i}) \mathbb{Z}[\mathrm{e}][\theta], \mathfrak{I}_{3}=(\theta+2 \mathrm{i}) \mathbb{Z}[\mathrm{e}][\theta]$, and $\mathfrak{I}_{4}=(\theta-2 \mathrm{i}) \mathbb{Z}[\mathrm{e}][\theta]$, where none of these satisfies the form required by the Golden-coded index coding.

## VI. LSTIC based on $3 \times 3$ PERFECT STBC

Let $\zeta_{7}$ be the 7 th root of unity and let $\theta \triangleq \zeta_{7}+\zeta_{7}^{-1}=2 \cos \left(\frac{2 \pi}{7}\right)$. Also, let $\mathbb{K}=\mathbb{Q}(\omega)$ and let $\mathbb{L}=\mathbb{Q}(\omega, \theta)$ the field extension of $\mathbb{K}$ with $[\mathbb{L}: \mathbb{K}]=3$. Consider the cyclic division algebra

$$
\mathcal{A}=(\mathbb{L} / \mathbb{K}, \sigma, \gamma)=\left\{x_{0}+x_{1} \mathrm{e}+x_{2} \mathrm{e}^{2} \mid x_{0}, \ldots, x_{2} \in \mathbb{L}\right\},
$$

where $\sigma: \zeta_{7}+\zeta_{7}^{-1} \rightarrow \zeta_{7}^{2}+\zeta_{7}^{-2}$ and $\mathrm{e}^{3}=\gamma \triangleq j$. A $3 \times 3$ perfect STBC is constructed from

$$
\overline{\mathcal{A}}_{\mathfrak{J}}=\left\{\alpha x_{0}+\alpha x_{1} \mathrm{e}+\alpha x_{2} \mathrm{e}^{2} \mid x_{0}, \ldots, x_{2} \in \mathfrak{O}_{\mathbb{L}}\right\}
$$

where $\alpha=1+\omega+\theta$. The code will have the matrix form shown in (8).
One can now follow Section IV-A to construct LSTIC based on $3 \times 3$ perfect STBC. As a result, we have the following corollary whose proof is identical to that of Theorem 8 together with the fact that $\mathfrak{O}_{\mathbb{L}}=\mathbb{Z}[\omega][\theta]$ is a principal ideal domain.
Corollary 12. For any $\mathcal{S} \subset\{1, \ldots, K\}$, the proposed LSTIC based on $3 \times 3$ perfect STBC provides $\Gamma(\mathcal{C}, \mathcal{S})=6 \mathrm{~dB} /$ bits per real symbol.

## A. Examples and Simulation Results

Here, we again factorize each prime $p<100$ into prime ideals via Magma. We show ideals and their inertial degrees $f$. The ramification index of each prime ideal lying above $p$ is given by

$$
e= \begin{cases}2, & p=3 \\ 3, & p=7 \\ 1, & \text { otherwise }\end{cases}
$$

This can be justified by observing that

$$
d_{\mathbb{L}}=3^{3} 7^{4}
$$

which has prime factors 3 and 7 . Again, since $\mathfrak{O}_{\mathbb{L}}$ is a principal ideal domain, every $p \mathfrak{O}_{\mathbb{L}}$ can be factorized into principal prime ideals as shown in Table III.

Simulation results for the $3 \times 3$ case are presented in Fig. 3 where we construct LSTIC from the $3 \times 3$ perfect STBC with two principal ideals generated by $\beta_{1}=\left((\omega-1) \theta^{2}+(\omega-1) \theta-\omega+2\right)$ and $\beta_{2}=\left((-\omega+1) \theta^{2}-(\omega-1) \theta+2 \omega-1\right)$. From Table III, we learn that both $\beta_{1}$ and $\beta_{2}$ correspond to $p=7$ and we have $\beta_{1} \beta_{2} \mathfrak{O}_{\mathbb{L}}=7 \mathfrak{O}_{\mathbb{L}}$. Hence, the overall codebook corresponds to (8) with $x_{0}, x_{1}, x_{2} \in \mathfrak{O}_{\mathbb{L}} / 3 \mathfrak{O}_{\mathbb{L}}$. Fig. 3 indicates that by revealing either of the message to the receiver, one obtains a roughly 10.5 dB SNR reduction. On the other hand, our analysis shows that the SNR reduction one can expect is roughly

$$
\frac{1}{9} 10 \log _{10}\left(\frac{5.9 \times 10^{10}}{652428}\right)+\frac{1}{3} 10 \log _{10}(343) \approx 13.95 \mathrm{~dB}
$$

where the parameters inside the first and second logarithms are corresponding to gains in $N_{\mathcal{C}}$ and $\delta(\mathcal{C})$, respectively. The difference between the simulation results and our analysis is largely due to the fact that the SNR gain is measured at $10^{-4} \mathrm{CER}$, which is far from the asymptotic regime for a $3 \times 3 \mathrm{STBC}$. This is evident by observing that the CER curves have not even exhibited the promised diversity order of 9 .

TABLE II
Prime factorization of $p<100$ in $\mathbb{Z}[\omega][\theta]$ where $\theta=\zeta_{7}+\zeta_{7}^{-1}$.

| $p$ | $\mathfrak{p}$ | $f$ |
| :---: | :---: | :---: |
| 2 | (2) | 6 |
| 3 | $(1+\omega)$ | 3 |
| 5 | (5) | 6 |
| 7 | $\left((\omega-1) \theta^{2}+(\omega-1) \theta-\omega+2\right),\left((-\omega+1) \theta^{2}-(\omega-1) \theta+2 \omega-1\right)$ | 1 |
| 11 | (11) | 6 |
| 13 | $\begin{gathered} \left(\omega \theta^{2}+(\omega-1) \theta-\omega-1\right),\left((\omega-1) \theta^{2}-\theta-\omega+1\right),\left(-\theta^{2}-\omega \theta+2\right) \\ \left(\omega \theta^{2}+\theta-2 \omega+1\right),\left(-\omega \theta^{2}-\theta+\omega\right),\left(\omega \theta^{2}+\theta-2 \omega\right) \end{gathered}$ | 1 |
| 17 | (17) | 6 |
| 19 | $(3-5 \omega),(3 \omega-5)$ | 3 |
| 23 | (23) | 6 |
| 29 | $\left((2 \omega-2) \theta^{2}-(\omega-1) \theta-4 \omega+4\right),\left(3 \omega \theta^{2}+2 \omega \theta-4 \omega\right),\left(3 \omega \theta^{2}+\omega \theta-4 \omega\right)$ | 2 |
| 31 | $(\omega+5),(5 \omega+1)$ | 3 |
| 37 | ( $7 \omega-4$ ), $(3 \omega+4)$ | 3 |
| 41 | $\left((\omega-1) \theta^{2}-(2 \omega-2) \theta-4 \omega+4\right),\left(3 \theta^{2}+\theta-3\right),\left((2-2 \omega) \theta^{2}-(3 \omega-3) \theta+4 \omega-4\right)$ | 2 |
| 43 | $\begin{gathered} \left((\omega-1) \theta^{2}+\theta-2 \omega+2\right),\left(\theta^{2}+(-\omega+2) \theta-1\right),\left((\omega+1) \theta^{2}+\theta-2 \omega-1\right) \\ \left(\theta^{2}+(\omega-1) \theta-2\right),\left(-\theta^{2}+(-\omega-1) \theta+1\right),\left((-\omega+2) \theta^{2}+\theta+2 \omega-3\right) \end{gathered}$ | 1 |
| 47 | (47) | 6 |
| 53 | (53) | 6 |
| 59 | (59) | 6 |
| 61 | $(5 \omega+4),(4 \omega+5)$ | 3 |
| 67 | $(7-9 \omega),(7 \omega-9)$ | 3 |
| 71 | $\left(\theta^{2}+\theta+3\right),\left(4 \theta^{2}+3 \theta-5\right),\left((\omega-1) \theta^{2}-6 \omega+6\right)$ | 2 |
| 73 | $(8 \omega-9),(9-\omega)$ | 3 |
| 79 | $(7 \omega+3),(3 \omega+7))$ | 3 |
| 83 | $\left(2 \theta^{2}-2 \theta-5\right),\left(4 \theta^{2}+2 \theta-5\right),\left(2 \omega \theta^{2}+4 j \theta-3 \omega\right)$ | 2 |
| 89 | (89) | 6 |
| 97 | $\begin{aligned} & \left(-\theta^{2}-\theta-2 \omega+3\right),\left(\theta^{2}-2 \omega\right),(\theta-2 \omega+2) \\ & \left(-\theta^{2}-\theta+2 \omega+1\right),\left(\theta^{2}+2 \omega-2\right),(\theta+2 \omega) \end{aligned}$ | 1 |



Fig. 3. CER performance for the proposed LSTIC constructed from $3 \times 3$ STBC.


Fig. 4. CER performance for the proposed LSTIC constructed from $4 \times 4$ STBC.

## VII. LSTIC based on $4 \times 4$ PERFECT STBC

Let $\zeta_{15}$ be the 15 th root of unity and let $\theta \triangleq \zeta_{15}+\zeta_{15}^{-1}=2 \cos \left(\frac{2 \pi}{15}\right)$. Also, let $\mathbb{K}=\mathbb{Q}(\mathrm{i})$ and let $\mathbb{L}=\mathbb{Q}(i, \theta)$ the field extension of $\mathbb{K}$ with $[\mathbb{L}: \mathbb{K}]=4$. Consider the cyclic division algebra

$$
\mathcal{A}=(\mathbb{L} / \mathbb{K}, \sigma, \gamma)=\left\{x_{0}+x_{1} \mathrm{e}+x_{2} \mathrm{e}^{2}+x_{3} \mathrm{e}^{3} \mid x_{0}, \ldots, x_{3} \in \mathbb{L}\right\}
$$

where $\sigma: \zeta_{15}+\zeta_{15}^{-1} \rightarrow \zeta_{15}^{2}+\zeta_{15}^{-2}$ and $\mathrm{e}^{4}=\gamma \triangleq i$. A $4 \times 4$ perfect STBC is constructed from

$$
\overline{\mathcal{A}}_{\mathcal{I}}=\left\{\alpha x_{0}+\alpha x_{1} \mathrm{e}+\alpha x_{2} \mathrm{e}^{2}+\alpha x_{3} \mathrm{e}^{3} \mid x_{0}, \ldots, x_{3} \in \mathfrak{O}_{\mathbb{L}}\right\}
$$

where $\alpha=(1-3 \mathrm{i})+\mathrm{i} \theta^{2}$. The code will have the matrix form shown in (8).
One can now follow Section IV-A to construct LSTIC based on $4 \times 4$ perfect STBC. As a result, we have the following corollary.

Corollary 13. For any $\mathcal{S} \subset\{1, \ldots, K\}$, the proposed LSTIC based on $4 \times 4$ perfect STBC provides $\Gamma(\mathcal{C}, \mathcal{S}) \geq 6 \mathrm{~dB} /$ bits per real symbol. Moreover, if all $\mathfrak{q}_{k}, k \in\{1, \ldots, K\}$, are principal, then $\Gamma(\mathcal{C}, \mathcal{S})=6$ $\mathrm{dB} /$ bits per real symbol.

## A. Examples and Simulation Results

Here, we factorize each prime $p<100$ into prime ideals via Magma. In Table III, we show ideals and their inertial degrees $f$. The ramification index of each prime ideal lying above $p$ is given by

$$
e= \begin{cases}2, & p=2,3 \\ 4, & p=5 \\ 1, & \text { otherwise }\end{cases}
$$

This can be justified by observing that

$$
d_{\mathbb{L}}=2^{8} 3^{4} 5^{6}
$$

which has prime factors 2,3 , and 5 . Also, note that in this case, $p=3,5,29,89$ are factorized into non-principal prime ideals.

TABLE III
Prime factorization of $p<100$ in $\mathbb{Z}[i][\theta]$ where $\theta=\zeta_{15}+\zeta_{15}^{-1}$. For $p=29$, 89 , we only list one of the eight ideals due to the space limitation; the other seven ideals can be obtained as the conjugates.

| $p$ | p | $f$ |
| :---: | :---: | :---: |
| 2 | (1+i) | 4 |
| 3 | $\left(3,(5 i+2) \theta^{3}+7 \theta^{2}+(4 i+4) \theta+7 \mathbf{i}+7\right),\left(3,2 \theta^{3}+2 i \theta^{2}+(7 i+5) \theta+8 \mathbf{i}+6\right)$ | 2 |
| 5 | $\left(5,(14 \mathbf{i}+21) \theta^{3}+(10 \mathbf{i}+1) \theta^{2}+(12 \mathbf{i}+21) \theta+4 \mathbf{i}+22\right)$ | 1 |
| 7 | $\left((-i+1) \theta^{3}+(3 \mathrm{i}-3) \theta-2 \mathbf{i}-1\right),\left((\mathrm{i}+1) \theta^{3}-(3 \mathrm{i}+3) \theta+2 \mathrm{i}-1\right)$ | 4 |
| 11 | $\left(2 \mathrm{i} \theta^{3}+\mathrm{i} \theta^{2}-6 \mathrm{i} \theta-\mathrm{i}+1\right),\left(\mathrm{i} \theta^{3}-2 \mathrm{i} \theta+1\right)$ | 2 |
| 13 | (2+3i), $(2-3 \mathrm{i})$ | 4 |
| 17 | $(4+\mathrm{i}),(4-\mathrm{i})$ | 4 |
| 19 | $\left(i \theta^{3}-(4 \mathrm{i}-1) \theta+\mathrm{i}\right),\left(\mathrm{i} \theta^{3}-(1-\mathrm{i}) \theta^{2}-3 \mathrm{i} \theta-2 \mathrm{i}+2\right)$ | 2 |
| 23 | $\left((3 \mathbf{i}+3) \theta^{3}-(9 \mathbf{i}+9) \theta+2 \mathbf{i}+1\right),\left((3 \mathbf{i}-3) \theta^{3}-(9 \mathbf{i}-9) \theta+2 \mathbf{i}-1\right)$ | 4 |
| 29 | $\left(29,(813 \mathrm{i}+779) \theta^{3}+(812 \mathrm{i}+793) \theta^{2}+(755 \mathrm{i}+41) \theta+814 \mathrm{i}+5\right)$ | 1 |
| 31 | $\left(-2 \mathrm{i} \theta^{2}+5 \mathrm{i}\right),\left(2 \mathrm{i} \theta^{3}+2 \mathrm{i} \theta^{2}-6 \mathrm{i} \theta-3 \mathrm{i}\right),\left(2 \theta^{3}-8 \theta+1\right),(2 \theta-1)$ |  |
| 37 | $(6+i),(6-i)$ | 4 |
| 41 | $\begin{gathered} \left((\mathbf{i}+2) \theta^{3}-(3 \mathbf{i}+6) \theta+\mathbf{i}+1\right),\left((2 \mathbf{i}-1) \theta^{3}+(3-6 \mathbf{i}) \theta+\mathbf{i}\right) \\ \left((2 \mathbf{i}+1) \theta^{3}-(6 \mathbf{i}+3) \theta+\mathbf{i}+1\right),\left((2 \mathbf{i}+1) \theta^{3}-(6 \mathbf{i}+3) \theta+\mathbf{i}\right) \end{gathered}$ | 2 |
| 43 | $\left((\mathrm{i}-1) \theta^{3}-(3 \mathrm{i}-3) \theta+5 \mathrm{i}+4\right),\left((\mathrm{i}+1) \theta^{3}-(3 \mathrm{i}+3) \theta+5 \mathrm{i}-4\right)$ | 4 |
| 47 | $\left((3 \mathbf{i}+3) \theta^{3}-(9 \mathbf{i}+9) \theta+5 \mathbf{i}-2\right),\left((3 \mathbf{i}-3) \theta^{3}-(9 \mathbf{i}-9) \theta+5 \mathbf{i}+2\right)$ | 4 |
| 53 | (2+7i), $(2-7 \mathrm{i})$ |  |
| 59 | $\left(-2 \theta^{3}-\theta^{2}+7 \theta-1\right),\left(-\mathrm{i} \theta^{3}-\mathrm{i} \theta^{2}+2 \mathrm{i} \theta+4 \mathrm{i}\right),\left(-\mathrm{i} \theta^{2}+\mathrm{i} \theta+4 \mathrm{i}\right),\left(-\theta^{3}+\theta^{2}+4 \theta-1\right)$ | 2 |
| 61 | $\begin{aligned} & (\theta+\mathrm{i}),\left(\theta^{3}-4 \theta+\mathrm{i}+1\right),\left(-\theta^{3}-\theta^{2}+3 \theta+\mathrm{i}+2\right),\left(\theta^{2}+\mathrm{i}-2\right) \\ & (\theta-\mathrm{i}),\left(\theta^{3}-4 \theta-\mathrm{i}+1\right),\left(-\theta^{3}-\theta^{2}+3 \theta-\mathrm{i}+2\right),\left(\theta^{2}-\mathrm{i}-2\right) \end{aligned}$ | 1 |
| 67 | $\left((5 \mathbf{i}+5) \theta^{3}-(15 i+15) \theta+4 \mathbf{i}+1\right),\left((5 i-5) \theta^{3}-(15 i-15) \theta+4 \mathbf{i}-1\right)$ | 4 |
| 71 | $\begin{aligned} & \left((3 \mathrm{i}+1) \theta^{3}+(\mathrm{i}+1) \theta^{2}-(10 \mathrm{i}+3) \theta-\mathrm{i}\right),\left((\mathrm{i}-3) \theta^{3}-2 \theta^{2}+(9-4 \mathrm{i}) \theta+\mathrm{i}+2\right) \\ & \left((\mathrm{i}+3) \theta^{3}+2 \theta^{2}-(4 \mathrm{i}+9) \theta+\mathrm{i}-2\right),\left((3 \mathrm{i}-1) \theta^{3}+(\mathrm{i}-1) \theta^{2}-(10 \mathrm{i}-3) \theta-\mathrm{i}\right) \end{aligned}$ | 2 |
| 73 | $(3+8 i),(3-8 i)$ | 4 |
| 79 | $\begin{aligned} & \left((2 \mathrm{i}+1) \theta^{3}-(7 \mathrm{i}+2) \theta+\mathrm{i}\right),\left((\mathrm{i}+2) \theta^{3}-(\mathrm{i}-1) \theta^{2}-(3 \mathrm{i}+6) \theta+3 \mathrm{i}-1\right) \\ & \left((\mathrm{i}-2) \theta^{3}-(\mathrm{i}+1) \theta^{2}-(3 \mathrm{i}-6) \theta+3 \mathrm{i}+1\right),\left((1-2 \mathrm{i}) \theta^{3}+(7 \mathrm{i}-2) \theta-\mathrm{i}\right) \end{aligned}$ | 2 |
| 83 | $\left((3 \mathbf{i}-3) \theta^{3}-(9 \mathbf{i}-9) \theta+7 \mathbf{i}+4\right),\left((3 i+3) \theta^{3}-(9 \mathbf{i}+9) \theta+7 \mathbf{i}-4\right)$ | 4 |
| 89 | $\left(89,(27 \mathbf{i}+82) \theta^{3}+(31 \mathbf{i}+117) \theta^{2}+(77 \mathbf{i}+7669) \theta+7896 \mathbf{i}+7771\right)$ | 1 |
| 97 | $(9+4 \mathrm{i}),(9-4 \mathrm{i})$ | 4 |

In Fig. 4 two sets of simulation results are presented. Let us consider ideals $\mathfrak{I}_{1}=\left(3,(5 i+2) \theta^{3}+7 \mathrm{i} \theta^{2}+\right.$ $(4 \mathbf{i}+4) \theta+7 \mathbf{i}+7)$ and $\mathfrak{I}_{2}=\left(3,2 \theta^{3}+2 \mathrm{i} \theta^{2}+(7 \mathbf{i}+5) \theta+8 \mathbf{i}+6\right)$. From Table III and the ramification index of 3 , we learn that $3 \mathfrak{O}_{\mathbb{L}}=\Im_{1}^{2} \Im_{2}^{2}$ where $N\left(\mathfrak{I}_{1}^{2}\right)=N\left(\mathfrak{I}_{2}^{2}\right)=81$. Moreover, with some computation, we have that $\Im_{1}^{2}$ and $\Im_{2}^{2}$ are principal ideals with generators $\beta_{1}=(i+1) \theta^{3}-3(i+1) \theta+1$ and $\beta_{2}=(i-1) \theta^{3}-3(i-1) \theta-1$, respectively. In the first set, we construct LSTIC from $4 \times 4$ perfect STBC with two principal ideals corresponding to $p=3$ generated by $\beta_{1}$ and $\beta_{2}$, respectively. Each message consists of four sub-messages from $\mathbb{Z}_{81}$ and the overall codebook corresponds to the one in (8) with $x_{0}, x_{1}, x_{2}, x_{3} \in \mathfrak{O}_{\mathbb{L}} / 3 \mathfrak{O}_{\mathbb{L}}$. Fig. 4 indicates a roughly 5.5 dB SNR gain by revealing either message to the receiver. We note that the analysis predicts a roughly

$$
\frac{1}{16} 10 \log _{10}\left(\frac{4.89 \times 10^{9}}{9099}\right)+\frac{1}{4} 10 \log _{10}(81) \approx 8.35 \mathrm{~dB}
$$

where again the parameters inside the first and second logarithms are corresponding to gains in $N_{\mathcal{C}}$ and $\delta(\mathcal{C})$, respectively.

In the second set of simulations, we consider ideals $\mathfrak{I}_{1}=\left(5,(14 \mathbf{i}+21) \theta^{3}+(10 \mathbf{i}+1) \theta^{2}+(12 \mathbf{i}+21) \theta+\right.$ $4 \mathbf{i}+22)$ and $\mathfrak{I}_{2}=\left(5,(20 \mathbf{i}+7) \theta^{3}+(6 \mathbf{i}+9) \theta^{2}+(21 \mathbf{i}+8) \theta+8 \mathbf{i}+5\right)$ that correspond to $p=5$. Again from III] and the ramification index of 5 , we learn that $5 \mathfrak{O}_{\mathbb{L}}=\mathfrak{I}_{1}^{4} \mathfrak{J}_{2}^{4}$ where $N\left(\mathfrak{I}_{1}^{2}\right)=N\left(\mathfrak{I}_{2}^{2}\right)=625$. We have that $\mathfrak{I}_{1}^{4}$ and $\mathfrak{I}_{2}^{4}$ are principal ideals with generators $\beta_{1}=2 \mathbf{i}-1$ and $\beta_{2}=2 \mathbf{i}+1$, respectively. We again construct LSTIC from $4 \times 4$ perfect STBC with two principal ideals generated by $\beta_{1}$ and $\beta_{2}$, respectively.

Simulation result in Fig. 4 shows a roughly 8 dB SNR gain obtained by revealing either message to the receiver. We again note that the analysis predicts a SNR gain of roughly

$$
\frac{1}{16} 10 \log _{10}\left(\frac{4.65 \times 10^{14}}{2.18 \times 10^{6}}\right)+\frac{1}{4} 10 \log _{10}(625) \approx 12.19 \mathrm{~dB}
$$

In both the cases, one observes that there is a difference between the simulation results and the analysis. This again can be explained by that the CER where we measure the side information gain is far from the asymptotic regime for a $4 \times 4$ STBC, which is again evident by observing that the CER curves have not exhibited the promised diversity order of 16 .

## VIII. LSTIC based on $6 \times 6$ PERFECT STBC

Let $\zeta_{28}$ be the 28th root of unity and let $\theta \triangleq \zeta_{28}+\zeta_{28}^{-1}=2 \cos \left(\frac{\pi}{14}\right)$. Also, let $\mathbb{K}=\mathbb{Q}(\omega)$ and let $\mathbb{L}=\mathbb{Q}(\omega, \theta)$ the field extension of $\mathbb{K}$ with $[\mathbb{L}: \mathbb{K}]=6$. Consider the cyclic division algebra

$$
\mathcal{A}=(\mathbb{L} / \mathbb{K}, \sigma, \gamma)=\left\{x_{0}+x_{1} \mathrm{e}+\ldots+x_{5} \mathrm{e}^{5} \mid x_{0}, \ldots, x_{5} \in \mathbb{L}\right\}
$$

where $\sigma: \zeta_{28}+\zeta_{28}^{-1} \rightarrow \zeta_{28}^{5}+\zeta_{28}^{-5}$ and $\mathrm{e}^{6}=\gamma \triangleq-\omega$. A $6 \times 6$ perfect STBC is constructed from

$$
\overline{\mathcal{A}}_{\mathfrak{I}}=\left\{x_{0}+x_{1} \mathrm{e}+\ldots+x_{5} \mathrm{e}^{5} \mid x_{0}, \ldots, x_{5} \in \mathfrak{I}\right\}
$$

where $\mathfrak{I}$ is such that $7 \mathfrak{O}_{\mathbb{L}}=\mathfrak{I}^{6} \overline{\mathfrak{I}}^{6}$.
One can now follow Section IV-B to construct LSTIC based on $6 \times 6$ perfect STBC. As a result, we have the following corollary.
Corollary 14. For any $\mathcal{S} \subset\{1, \ldots, K\}$, the side information gain achieved by the proposed LSTIC based on $6 \times 6$ perfect STBC with non-principal ideal $\mathfrak{I}$ is lower bounded as

$$
\Gamma(\mathcal{C}, \mathcal{S}) \geq 6+\gamma_{\mathcal{I}} \mathrm{dB} / \text { bits per real symbol, }
$$

where $\gamma_{\mathfrak{J}}$ is as shown in (16).
In Table IV, we again factorize each prime $p<100$ into prime ideals via Magma. We show ideals and their inertial degrees $f$. The ramification index of each prime ideal lying above $p$ is given by

$$
e= \begin{cases}2, & p=2,3 \\ 6, & p=7 \\ 1, & \text { otherwise }\end{cases}
$$

This can be justified by observing that

$$
d_{\mathbb{L}}=2^{12} 3^{6} 7^{10}
$$

which has prime factors 2,3 , and 7 . In this case, for $p<100$, we note that $p=3,7,19,31$ are factorized into non-principal prime ideals.

## IX. Layered Alamouti-Coded Index Coding

In this section, we construct space-time index codes for $2 \times 1$ MISO channel from Alamouti code [23]. Alamouti code can be regarded as codes constructed over Hamilton quaternions [34], the $\mathbb{R}$-algebra of dimension 4 given by

$$
\mathbb{H}=\{a+b \mathbf{i}+c \mathbf{j}+d \mathbf{k} \mid a, b, c, d \in \mathbb{R}\},
$$

where $\mathrm{i}^{2}=-1, \mathrm{j}^{2}=-1, \mathrm{k}^{2}=-1$, and $\mathrm{k}=\mathrm{ij}=-\mathrm{ji}$. We note that $\mathbb{H}$ is a cyclic division algebra

$$
\mathbb{H}=(\mathbb{Q}(\mathrm{i}) / \mathbb{Q}, \sigma,-1)=\left\{x_{0}+\mathrm{j} x_{1} \mid x_{0}, x_{1} \in \mathbb{Q}(i)\right\},
$$

TABLE IV
PRIME FACTORIZATION OF $p<100$ in $\mathbb{Z}[\omega][\theta]$ where $\theta=\zeta_{28}+\zeta_{28}^{-1}$.

\begin{tabular}{|c|c|c|}
\hline $p$ \& $\mathfrak{p}$ \& $f$ <br>
\hline 2 \& $\left(\theta^{4}-5 \theta^{2}+\theta+5\right)$ \& 6 <br>
\hline 3 \& $$
\begin{gathered}
\left(3,(7 \omega+6) \theta^{5}+(3 \omega+6) \theta^{4}+(3 \omega+2) \theta^{3}+(3 \omega+8) \theta^{2}+(8 \omega+4) \theta+3 \omega+5\right) \\
\left(3,(7 \omega+8) \theta^{5}+(\omega+1) \theta^{4}+(\omega+4) \theta^{3}+(7 \omega+7) \theta^{2}+(3 \omega+7) \theta+5 \omega+6\right)
\end{gathered}
$$ \& 3 <br>
\hline 5 \& $$
\left((\omega-1) \theta^{5}+(\omega-2) \theta^{4}+(4-5 \omega) \theta^{3}+(9-5 \omega) \theta^{2}+(5 \omega-2) \theta+6 \omega-8\right)
$$ \& 6 <br>
\hline 7 \& $$
\begin{aligned}
& \left(7,(32 \omega+15) \theta^{5}+(22 \omega+21) \theta^{4}+(23 \omega+14) \theta^{3}+(44 \omega+10) \theta^{2}+(18 \omega+21) \theta+3 \omega+20\right) \\
& \left(7,(36 \omega+12) \theta^{5}+(22 \omega+27) \theta^{4}+(26 \omega+36) \theta^{3}+(23 \omega+42) \theta^{2}+(14 \omega+43) \theta+9 \omega+29\right)
\end{aligned}
$$ \& 1 <br>
\hline 11 \& $$
\begin{gathered}
\left((\omega+1) \theta^{5}-(2 \omega+1) \theta^{4}-(4 \omega+5) \theta^{3}+(9 \omega+5) \theta^{2}+(2 \omega+5) \theta-8 \omega-6\right) \\
\left((\omega+1) \theta^{5}+(2 \omega+1) \theta^{4}-(4 \omega+5) \theta^{3}-(9 \omega+5) \theta^{2}+(2 \omega+5) \theta+8+6\right)
\end{gathered}
$$ \& 6 <br>
\hline 13 \& $$
\begin{aligned}
& \left(\omega \theta^{4}-(5 \omega-1) \theta^{2}+5 \omega-3\right),\left((1-\omega) \theta^{4}+(4 \omega-5) \theta^{2}-2 \omega+4\right),\left((\omega-1) \theta^{4}+(5-4 \omega) \theta^{2}+3 \omega-5\right) \\
& \left((\omega-1) \theta^{4}+(4-5 \omega) \theta^{2}+5 \omega-2\right),\left(\omega \theta^{4}-(4 \omega+1) \theta^{2}+2 \omega+2\right),\left((1-\omega) \theta^{4}+(5 \omega-4) \theta^{2}-5 \omega+3\right)
\end{aligned}
$$ \& 2 <br>
\hline 17 \& $$
\begin{gathered}
\left((\omega-1) \theta^{4}-(2 \omega+1) \theta^{3}+(5-2 \omega) \theta^{2}+(3 \omega+3) \theta+2 \omega-5\right) \\
\left((\omega-1) \theta^{5}+3 \theta^{4}+(3-6 \omega) \theta^{3}+(\omega-13) \theta^{2}+(8 \omega+1) \theta-4 \omega+10\right)
\end{gathered}
$$ \& 6 <br>
\hline 19 \& $$
\begin{gathered}
\left(19,(61 \omega+187) \theta^{5}+(107 \omega+256) \theta^{4}+(123 \omega+152) \theta^{3}+(87 \omega+168) \theta^{2}+(100 \omega+76) \theta+172 \omega+278\right) \\
\left(19,(89 \omega+144) \theta^{5}+176 \omega \theta^{4}+(198 \omega+167) \theta^{3}+(42 \omega+90) \theta^{2}+(42 \omega+214) \theta+134 \omega+293\right) \\
\left(19,(103 \omega+89) \theta^{5}+(27 \omega+254) \theta^{4}+(229 \omega+360) \theta^{3}+(296 \omega+260) \theta^{2}+(100 \omega+197) \theta+61 \omega+239\right) \\
\left(19,(158 \omega+258) \theta^{5}+(98 \omega+84) \theta^{4}+(119 \omega+3) \theta^{3}+(159 \omega+249) \theta^{2}+(234 \omega+184) \theta+28 \omega+19\right)
\end{gathered}
$$ \& 3 <br>
\hline 23 \& $$
\begin{gathered}
\left((3-2 \omega) \theta^{4}-(\omega+1) \theta^{3}+(9 \omega-16) \theta^{2}+(\omega+6) \theta-9 \omega+16\right) \\
\left((3-\omega) \theta^{4}+(2 \omega-1) \theta^{3}+(7 \omega-16) \theta^{2}+(6-7 \omega) \theta-7 \omega+16\right)
\end{gathered}
$$ \& 6 <br>
\hline 29 \& $$
\begin{aligned}
& \left(\theta^{5}-\theta^{4}-5 \theta^{3}+4 \theta^{2}+5 \theta-3\right),\left(\theta^{4}-\theta^{3}-5 \theta^{2}+3 \theta+4\right),\left(\omega \theta^{2}-\omega \theta-3 \omega\right) \\
& \left(\omega \theta^{2}+\omega \theta-3 \omega\right),\left(\theta^{4}+\theta^{3}-5 \theta^{2}-3 \theta+4\right),\left(\theta^{5}+\theta^{4}-5 \theta^{3}-4 \theta^{2}+5 \theta+3\right)
\end{aligned}
$$ \& 2 <br>
\hline 31
37 \& $$
\begin{gathered}
\left(31,(724 \omega+833) \theta^{5}+(545 \omega+827) \theta^{4}+(656 \omega+170) \theta^{3}+(771 \omega+171) \theta^{2}+(715 \omega+907) \theta+680 \omega+916\right) \\
\left(31,(45 \omega+21) \theta^{5}+(266 \omega+398) \theta^{4}+(942 \omega+59) \theta^{3}+(506 \omega+472) \theta^{2}+(43 \omega+69) \theta+210 \omega+417\right) \\
\left(31,(927 \omega+236) \theta^{5}+(56 \omega+700) \theta^{4}+(151 \omega+808) \theta^{3}+(525 \omega+9) \theta^{2}+(749 \omega+157) \theta+951 \omega+828\right) \\
\left(31,(194 \omega+143) \theta^{5}+(848 \omega+7) \theta^{4}+(305 \omega+255) \theta^{3}+(521 \omega+168) \theta^{2}+(378 \omega+357) \theta+861 \omega+890\right)
\end{gathered}
$$ \& 3

3 <br>

\hline 37 \& $$
\begin{aligned}
& \left((1-\omega)\left(\theta^{5}-\theta^{4}-5 \theta^{3}\right)+(5-6 \omega)\left(\theta^{2}+\theta\right)+5 \omega-3\right),\left((1-\omega) \theta^{4}+(\omega-2) \theta^{3}+(4 \omega-3) \theta^{2}+(5-2 \omega) \theta-4 \omega+3\right) \\
& \quad\left((\omega-1)\left(\theta^{5}-\theta^{4}-5 \theta^{3}\right)+(5 \omega-6)\left(\theta^{2}+\theta\right)-3 \omega+5\right),\left(\omega \theta^{4}-(\omega+1) \theta^{3}-(4 \omega-1) \theta^{2}+(2 \omega+3) \theta+4 \omega-1\right)
\end{aligned}
$$ \& 3 <br>

\hline 41 \& $$
\begin{gathered}
\left(\theta^{4}-\theta^{3}-(4-\omega) \theta^{2}-(\omega-3) \theta-\omega+2\right),\left(\theta^{5}+\omega \theta^{4}-(\omega+5) \theta^{3}-(5 \omega+1) \theta^{2}+(3 \omega+5) \theta+6 \omega+2\right) \\
\left(\omega \theta^{4}+(\omega-1) \theta^{3}-4 \omega \theta^{2}+(3-3 \omega) \theta+4 \omega-2\right),\left(\omega \theta^{4}-\theta^{3}-(4 \omega+1) \theta^{2}+(4-\omega) \theta+2 \omega+3\right) \\
\left(\theta^{3}-(\omega+1) \theta^{2}-2 \theta+3 \omega+1\right),\left(\omega \theta^{5}+\omega \theta^{4}-5 \omega \theta^{3}+(1-5 \omega) \theta^{2}+(5 \omega+1) \theta+5 \omega-2\right)
\end{gathered}
$$ \& 2 <br>

\hline 43 \& $$
\begin{gathered}
\left((2-\omega) \theta^{4}+(5 \omega-9) \theta^{2}-5 \omega+7\right),\left((1-\omega) \theta^{4}+(6 \omega-5) \theta^{2}-7 \omega+5\right),\left(\theta^{4}+(\omega-4) \theta^{2}-2 \omega+2\right) \\
\left((2 \omega-1) \theta^{4}+(5-9 \omega) \theta^{2}+7 \omega-5\right),\left((1-\omega) \theta^{4}+(5 \omega-6) \theta^{2}-5 \omega+7\right),\left((\omega-1) \theta^{4}+(4-3 \omega) \theta^{2}-2\right)
\end{gathered}
$$ \& 2 <br>

\hline 47 \& $\left((1-\omega)\left(2 \theta^{5}-2 \theta^{4}-7 \theta^{3}+5 \theta^{2}+\theta+8\right),\left((\omega-1)\left(2 \theta^{5}+2 \theta^{4}-7 \theta^{3}-5 \theta^{2}+\theta-8\right)\right)\right.$ \& 6 <br>
\hline 53 \& $\left(3 \theta^{4}+5 \theta^{3}-17 \theta^{2}-13 \theta+17\right),\left((\omega-1)\left(3 \theta^{5}-2 \theta^{4}-20 \theta^{3}+5 \theta^{2}+30 \theta+8\right)\right)$ \& 6 <br>
\hline 59 \& $\left(3 \omega \theta^{5}-18 \omega \theta^{3}+21 \omega \theta+2 \omega\right),\left(3 \omega \theta^{5}-18 \omega \theta^{3}+21 \omega \theta-2 \omega\right)$ \& 6 <br>
\hline 61 \& $(5-9 \omega),(4-9 \omega)$ \& 6 <br>
\hline 67 \& $(7 \omega+2),(2 \omega+7)$ \& 6 <br>

\hline 71 \& $$
\begin{gathered}
\left((2-\omega) \theta^{4}+(\omega-1) \theta^{3}+(5 \omega-9) \theta^{2}+(4-3 \omega) \theta-5 \omega+7\right),\left(-\theta^{5}+\theta^{4}+(6-\omega) \theta^{3}-6 \theta^{2}+(3 \omega-9) \theta-\omega+8\right) \\
\left(\theta^{5}-\theta^{4}-5 \theta^{3}+(6-\omega) \theta^{2}+(6-\omega) \theta+2 \omega-7\right),\left(\theta^{5}+\theta^{4}-5 \theta^{3}+(\omega-6) \theta^{2}+(6-\omega) \theta-2 \omega+7\right) \\
\left((\omega-1)\left(\theta^{5}+\theta^{4}-6 \theta^{2}\right)+(5-6 \omega) \theta^{3}+(9 \omega-6) \theta+8 \omega-7\right),\left(\omega \theta^{4}-\theta^{3}-4 \omega \theta^{2}+3 \theta+2 \omega-2\right)
\end{gathered}
$$ \& 2 <br>

\hline 73 \& $(\omega+8),(8 \omega+1)$ \& 6 <br>
\hline 79 \& $(7-10 \omega),(3-10 \omega)$ \& 6 <br>

\hline 83 \& $$
\begin{gathered}
\left(\theta^{5}-5 \theta^{3}-\theta^{2}+6 \theta+4\right),\left((2-2 \omega) \theta^{4}+(\omega-1) \theta^{3}+(9 \omega-9) \theta^{2}+(2-2 \omega) \theta-8 \omega+8\right) \\
\left((\omega-1)\left(\theta^{5}+\theta^{4}-4 \theta^{3}-4 \theta^{2}+2 \theta+4\right),\left(\theta^{5}-5 \theta^{3}+\theta^{2}+6 \theta-4\right)\right. \\
\left(2 \theta^{4}+\theta^{3}-9 \theta^{2}-2 \theta+8\right),\left(\theta^{5}-\theta^{4}-4 \theta^{3}+4 \theta^{2}+2 \theta-4\right)
\end{gathered}
$$ \& 2 <br>

\hline 89 \& $$
\left.\left(5 \omega \theta^{4}-(2 \omega+1) \theta^{3}+(1-18 \omega) \theta^{2}+(2-\omega) \theta+18 \omega-1\right)\right)
$$ \& 6 <br>

\hline 97 \& $$
\begin{gathered}
\left((3-2 \omega) \theta^{5}+(3-2 \omega) \theta^{4}+(17 \omega-23) \theta^{3}+(15 \omega-20) \theta^{2}+(39-31 \omega) \theta-32 \omega+38\right) \\
\left(\theta^{2}+2 \omega-4\right),\left(\omega \theta^{4}-4 \omega \theta^{2}+2 \omega+2\right),\left((1-\omega) \theta^{4}+(5 \omega-5) \theta^{2}-3 \omega+5\right) \\
\left(\theta^{2}-2 \omega-2\right),\left(\theta^{4}-4 \theta^{2}+2 \omega+2\right),\left(\omega \theta^{4}-5 \omega \theta^{2}+3 \omega+2\right) \\
\hline
\end{gathered}
$$ \& 6

2 <br>
\hline
\end{tabular}

where $\sigma: \mathrm{i} \rightarrow-\mathrm{i}$ and $\lambda \mathrm{j}=\mathrm{j} \sigma(\lambda)$. This induces a layered structure of the Alamouti code. Now, consider $\overline{\mathbb{H}}=\left\{x_{0}+\mathrm{j} x_{1} \mid x_{0}, x_{1} \in \mathbb{Z}[i]\right\}$, an Alamouti code corresponds to a finite subset of

$$
\mathcal{C}_{\mathbb{Z}[i]} \triangleq\left\{\left.\left(\begin{array}{cc}
x_{0} & -x_{1}^{*} \\
x_{1} & x_{0}^{*}
\end{array}\right) \right\rvert\, x_{0}, x_{1} \in \mathbb{Z}[i]\right\} .
$$

Thus, Alamouti code does not belong to the family of codes considered in Section IV (which have base fields $\mathbb{K}=\mathbb{Q}(i)$ or $\mathbb{Q}(j))$. Fortunately, one can follow the same approach and obtain Alamouti-coded index coding as follows.

$$
\mathbb{H}=\left\{x_{0}+\mathbf{j} x_{1} \mid x_{0}, x_{1} \in \mathbb{C}\right\} .
$$

which In what follows, we propose and analyze the layered Alamouti-coded index code using an approach similar to that in Section IV.

Note that $\mathbb{Z}[i]$ is a principal ideal domain; so every ideal can be generated by a singleton. Let $\phi_{1}, \ldots, \phi_{K}$ be $K$ elements in $\mathbb{Z}[i]$ that are relatively prime. Also, define $q=\Pi_{k=1}^{K} \phi_{k}$ and define $N\left(\phi_{k}\right)=q_{k}$ for $k \in\{1, \ldots, K\}$ where $q_{k}$ s are not necessarily primes. From CRT, we have

$$
\mathbb{Z}[i] / q \mathbb{Z}[i] \cong \mathbb{Z}[i] / \phi_{1} \mathbb{Z}[i] \times \ldots \times \mathbb{Z}[i] / \phi_{K} \mathbb{Z}[i] \cong \mathbb{B}_{q_{1}} \times \ldots \times \mathbb{B}_{q_{K}}
$$

where $\mathbb{B}_{q_{k}}=\mathbb{Z}[i] / \phi_{k} \mathbb{Z}[i]$ is a commutative ring with size $q_{k}$. Let $\mathcal{M}$ be an isomorphism that maps the messages onto a complete set of coset leaders of $\mathbb{Z}[i] / q \mathbb{Z}[i]$ with minimum energy. For $k \in\{1, \ldots, K\}$, we enforce $w_{k} \in \mathbb{B}_{q_{k}}^{2}$ which can be represented as $w_{k}=\left(w_{k, 0}, w_{k, 1}\right)$ where each $w_{k, \ell} \in \mathbb{B}_{q_{k}}$. The encoder maps $w_{1, \ell}, \ldots, w_{K, \ell}$ into the signal of the layer $\ell \in\{0,1\}$ as

$$
x_{\ell}=\mathcal{M}\left(w_{1, \ell}, \ldots, w_{K, \ell}\right) \in \mathbb{Z}[i] / q \mathbb{Z}[i], \quad \ell \in\{0,1\} .
$$

The overall codebook becomes a subset of $\mathcal{C}_{\mathbb{Z}[i]}$ given by

$$
\mathcal{C} \triangleq\left\{\left.\left(\begin{array}{cc}
x_{0} & -x_{1}^{*}  \tag{24}\\
x_{1} & x_{0}^{*}
\end{array}\right) \right\rvert\, x_{0}, x_{1} \in \mathbb{Z}[i] / q \mathbb{Z}[i]\right\} .
$$

For the proposed layered Alamouti-coded index coding, we provide the following result without proof. The proof is essentially identical to the proof of Theorem 8 .
Theorem 15. For any $\mathcal{S} \subset\{1, \ldots, K\}$, the proposed Alamouti-coded index coding provides $\Gamma(\mathcal{C}, \mathcal{S})=6$ $\mathrm{dB} /$ bits per real symbol.

## A. Examples and Simulation Results

Here, we list choices of $\phi_{k}$ lying above a prime $p<100$. In Table $\mathbb{V}$ we show principal ideals and their inertial degrees $f$. From $d_{\mathbb{Q}(i)}=4$, we know that the ramification index of each prime ideal lying above $p \neq 2$ is 1 and is 2 for prime ideals lying above 2 .

Simulation results for using the proposed layered Alamouti-coded index coding over the $2 \times 1$ MISO channel are provided in Fig. 5. In this figure, we construct the proposed layered Alamouti-index coding with two ideals generated by $\beta_{1}=1+2 \mathbf{i}$ and $\beta_{2}=1-2 \mathbf{i}$, respectively. From Table $\bar{\nabla}$, we know that $5 \mathbb{Z}[i]=\beta_{1} \beta_{2} \mathbb{Z}[i]$ and each ideal has norm equal to $p=5$. Each message consists of two sub-messages in $\mathbb{Z}_{5}$ and we encode the sub-messages of the same layer into the signal of that layer. The overall codebook becomes (24) with $x_{0}, x_{1} \in \mathbb{Z}[i] / 5 \mathbb{Z}[i]$. The results in Fig. 5 indicates a roughly 8.1 dB SNR gain when either message is revealed to the receiver. This can be accurately predicted by our analysis that revealing either message leads to an SNR gain given by

$$
\frac{1}{2} 10 \log _{10}\left(\frac{4}{2}\right)+\frac{1}{2} 10 \log _{10}(25) \approx 8.49 \mathrm{~dB}
$$

where 4 and 2 in the first logarithms are $N_{\mathcal{C}}$ and $N_{\mathcal{C}_{\mathcal{S}}}$, respectively, and 25 inside the second logarithm corresponds to the gain in determinant.

TABLE V
Prime factorization of $p<100$ IN $\mathbb{Z}[\mathrm{i}]$.

| $p$ | ( $\phi$ ) | $f$ |
| :---: | :---: | :---: |
| 2 | (1+i) | 1 |
| 3 | (3) | 2 |
| 5 | $(1+2 \mathrm{i}),(1-2 \mathrm{i})$ | 1 |
| 7 | (7) | 2 |
| 11 | (11) | 2 |
| 13 | $(2+3 \mathrm{i}),(2-3 \mathrm{i})$ | 1 |
| 17 | $(1+4 i),(1-4 i)$ | 1 |
| 19 | (19) | 2 |
| 23 | (23) | 2 |
| 29 | $(2+5 i),(2-5 i)$ | 1 |
| 31 | (31) | 2 |
| 37 | $(1+6 \mathrm{i}),(1-6 \mathrm{i})$ | 1 |
| 41 | $(5+4 i),(5-4 i)$ | 1 |
| 43 | (43) | 2 |
| 47 | (47) | 2 |
| 53 | $(2+7 \mathrm{i}),(2-7 \mathrm{i})$ | 1 |
| 59 | (59) | 2 |
| 61 | $(5+6 \mathrm{i}),(5-6 \mathrm{i})$ | 1 |
| 67 | (67) | 2 |
| 71 | (71) | 2 |
| 73 | $(3+8 \mathrm{i}),(3-8 \mathrm{i})$ | 1 |
| 79 | (79) | 2 |
| 83 | (83) | 2 |
| 89 | $(5+8 i),(5-8 i)$ | 1 |
| 97 | $(4+9 i),(4-9 i)$ | 1 |



Fig. 5. CER performance for the proposed layered Alamouti-coded index coding (ACIC).

## X. Conclusions

In this paper, we have studied the problem of multicasting $K$ independent messages via MIMO links to multiple receivers where each of them already has a subset of messages as side information. A novel scheme, LSTIC, constructed over STBC has been proposed for exploiting side information without prior knowledge of the side information configuration. It has been shown that the proposed LSTIC possesses
the nice property that for any possible side information the minimum determinant increases exponentially as the rate of the side information increases. Moreover, when constructed over perfect STBC, the perfect STBC properties are preserved by our construction and therefore the LSTIC is itself a perfect STBC. Examples including constructions of LSTIC over Golden code, $3 \times 3$ perfect STBC, $4 \times 4$ perfect STBC, $6 \times 6$ perfect STBC, and Alamouti code have been provided and simulations have been conducted to corroborate our analysis.
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