Abstract—Representation and modelling of movements play a significant role in recognising actions in unconstrained videos. However, explicit segmentation and labelling of movements are non-trivial because of the variability associated with actors, camera viewpoints, duration etc. Therefore, we propose to train a GMM with a large number of components termed as a universal movement model (UMM). This UMM is trained using motion boundary histograms (MBH) which capture the motion trajectories associated with the movements across all possible actions. For a particular action video, the MAP adapted mean vectors of the UMM are concatenated to form a fixed dimensional representation referred to as "super movement vector" (SMV). However, SMV is still high dimensional and hence, Baum-Welch statistics extracted from the UMM are used to arrive at a compact representation for each action video, which we refer to as an "action-vector". It is shown that even without the use of class labels, action-vectors provide a more discriminatory representation of action classes translating to a 8% relative improvement in classification accuracy for action-vectors based on MBH features over naive MBH features on the UCF101 dataset. Furthermore, action-vectors projected with LDA achieve 93% accuracy on the UCF101 dataset which rivals state-of-the-art deep learning techniques.
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I. INTRODUCTION

Most human actions can be decomposed into movements which make up the actions. For example, boxing can be decomposed into smaller movements like right hand punching forward, right hand retracting, left hand punching forward and left hand retracting. However, in case of some actions like cricket batting, applying eye makeup etc., such crisp definition of movements and is challenging. This issue is further compounded in unconstrained videos because of viewpoints changes, varying duration of actions and different actors performing the same action. To address this issue, an extension of the bag-of-features model known as "actoms" are proposed [1]. In this representation, an action is a sequence of histograms of actom-anchored visual features. Another approach [2] proposes to decompose complex activities into "actionlets" and the large and small order Markov dependencies between these actionlets are represented using a probabilistic suffix tree. In both these methods, the requirement of labelling the action units and/or explicit modeling of dependency between the action units has to be performed manually. To overcome this issue, we propose an unsupervised movement model (UMM) to discover the various movements from the actions independent of each other in order to avoid both labeling and dependency estimation.

Some other approaches involve the use of additional information (like the exact position of the limbs) to estimate movements and then modeling the action as a sequence of such movements [3]. Even movement recognition in 3D videos is performed with depth-map based information which could pinpoint the location of limbs [4]. In both these instances, the core problem of pose estimation of the human body for movement recognition could be bypassed because of availability of limb positions. However, for unconstrained videos such information is difficult to obtain and we present a solution which utilizes short-term motion information to discover movements.

Another parallel trend in action recognition advocates the modeling of long-term dynamics [5], [6]. The short-range dynamics (from CNNs), medium-range (from linear dynamical systems) and long-range dynamics (from pooling the VLAD descriptors on short-term motion) are fused for action classification [5]. On a relevant note, long-term temporal convolutions (LTC) till 100 frames have been proposed for action description and the best performance is obtained with an optical flow based LTC network with pooled output from both 60 and 100 frames [6]. Notably, the short-term dynamics were shown to be perform close to the long-range dynamics. This motivates the use of highly overlapping short-term dynamics like motion boundary histograms (MBH) [7]. However, raw MBH features cannot be directly used for matching action clips, as they depend on the duration of the video leading to varying length patterns. This is solved by producing a super movement vector (SMV) for each action clip after MAP adaptation of the UMM model.

Generally, a UMM model contains a lot of mixture components to accommodate all the movements in the action classes which leads to a very high-dimensional super movement vector. In the past, dimensionality reduction and encoding has been performed to get a low-dimensional representation [7], [8]. In most of the approaches though, dimensionality reduction and encoding have been investigated separately. Especially in [8], PCA is followed by GMM based clustering which is encoded as Fisher vectors to obtain the desired representation. In this paper, we show that dimensionality reduction and encoding need to be performed in tandem to achieve the best representation of the super movement vector. The encoded vector thus obtained is termed "action-vector" and it considers first and second-order statistics of feature vectors in
each action class to evaluate the likelihood

\[ p(x|c) \]

maximum value determines the class of \( \theta \) the action clip and \( H \) also referred to as the likelihood of the hypothesis for the hypothesis \( H \) where \( p \) represented as a basic hypothesis test between:

\[
\frac{L}{2} (\mu_c - \mu_c)^T (\Sigma_c)^{-1} (\mu_c - \mu_c)
\]

(3)

and the mixture weights satisfy the constraint \( \sum_{c=1}^{C} w_c = 1 \). In practice, diagonal covariance \( \sigma_c \) is used instead of the full covariance \( \Sigma_c \).

The computed likelihood \( p(c|x_l) \) is then used to calculate the Baum-Welch statistics for weights, mean and variance parameters:

\[
\begin{align*}
    n_c(x) &= \sum_{l=1}^{L} p(c|x_l) \tag{4a} \\
    \mu_c(x) &= \frac{1}{n_c(x)} \sum_{l=1}^{L} p(c|x_l) x_l \tag{4b} \\
    \sigma_c(x) &= \frac{1}{n_c(x)} \sum_{l=1}^{L} p(c|x_l) x_l x^T \tag{4c}
\end{align*}
\]

These new statistics obtained from the training data are then used to update the old UMM statistics for mixture \( c \) to create the adapted parameters for mixture \( c \) as follows:

\[
\begin{align*}
    \hat{w}_c &= (\alpha_t^w n_c(x)/L + (1 - \alpha_t^w)w_c)^\gamma \tag{5a} \\
    \hat{\mu}_c &= \alpha_t^\mu \mu_c(x) + (1 - \alpha_t^\mu)\mu_c \tag{5b} \\
    \hat{\sigma}_c^2 &= \alpha_t^\sigma \sigma_c(x) + (1 - \alpha_t^\sigma) (\sigma_c^2 + \mu_c^2 - \mu_c^2) \tag{5c}
\end{align*}
\]

The adaptation coefficients \( \{\alpha_t^w, \alpha_t^\mu, \alpha_t^\sigma\} \) control the balance between new and old estimates for weights, means and variances, respectively. Further, a scale factor \( \gamma \) is calculated over all adapted mixture weights to ensure they sum up to unity. Apart from equation 5a, rest of the adaptations can be obtained from general MAP estimate for a GMM. Also, the update is for the statistics and not for the derived parameters like variance etc.

The means of the adapted UMM for each action clip are then concatenated to compute a \( C \times 1 \) dimensional supervector termed as a super movement vectors (SMV) \( v \). Obtaining a fixed-dimensional representation normalizes the effect of varying durations across action clips. A visualization of SMVs is shown in figure 2(b) for the 101 classes of UCF101 dataset [10]. It can be observed that the overlap between many of the classes as present for the MBH features (figure 2(a)) is carried over here as well. This is expected as many of the classes like golf swing, cricket shot and hammer throw share similar movements. It also shows that each movement is modelled using one/more Gaussians in the UMM model and they are shared across actions. Also, being an unsupervised learning technique, no explicit labeling for movements is required for obtaining this behaviour of SMVs.

**III. Extraction of action-vectors**

In addition to the action-specific movements, viewpoint variations and the duration also add undesired variability to the action clips. In order to extract action-vectors, which are representatives of particular actions, the variability introduced by viewpoint and duration have to be normalized. The effect
of varying duration is absorbed while obtaining a fixed dimensional super movement vector (SMV). In order to arrive at a viewpoint invariant representation, SMV can be decomposed into actor and viewpoint subspaces. This is motivated from speaker recognition where a speech utterance is decomposed into channel and speaker subspaces using joint factor analysis (JFA) [11]. However, more recently, a total variability space into channel and speaker subspaces using joint factor analysis (JFA) [11]. Accordingly, which jointly models both the factors was found to be more effective than JFA for speaker recognition [12]. Accordingly, we represent each SMV \( \mathbf{v} \) as:

\[
\mathbf{v} = \mathbf{m} + T \mathbf{w}
\]

where \( \mathbf{m} \) is the actor and viewpoint independent mean vector which can be obtained from the UMM and \( T \) is a low-rank total variability matrix which captures actor and viewpoint variability. The reduced dimensional coefficient vector \( \mathbf{w} \) is referred to as the “action-vector” and is estimated by enforcing a Gaussian distribution. The action-vector is characterised by \( \mathbf{m} \), \( T \) and a diagonal covariance matrix \( \Sigma \), whose diagonal blocks are \( \sigma_{c,c} \), \( c \) being the number of mixture components in the GMM and \( \Sigma(x) \) is a block diagonal matrix of dimension \( Cd \times Cd \), which captures the residual error in approximating \( \mathbf{v} \) [12].

The total variability matrix \( T \) and the residual error covariance \( \Sigma \) are estimated using expectation maximization (EM). In the E-step of the EM estimation of \( T \), for each action clip \( x \), the parameters of the posterior distribution of \( \mathbf{w}(x) \) are estimated using the current estimates of \( \mathbf{m} \), \( T \) and \( \Sigma \). In the M-step, \( T \) and \( \Sigma \) are updated by solving a set of linear equations in which the \( \mathbf{w}(x) \)'s calculated in the previous step act as explanatory variables. The detailed derivations for the E-step and M-steps can be found in [13]. The EM algorithm requires centered Baum-Welch statistics which can be obtained from equations 4b and 4c as follows:

\[
\hat{\mathbf{m}}_c(x) = \frac{L}{\sum_{i=1}^{L} p(c|x_i)} \mu_c
\]

\[
\hat{\Sigma}_c(x) = \text{diag} \left( \sum_{i=1}^{L} p(c|x_i)(x_i - \mu_c)(x_i - \mu_c)^t \right)
\]

\( \hat{\mathbf{m}}_c(x) \) results in the vector of mean, \( \hat{\Sigma}_c(x) \) in the vector of variance and \( \hat{\mathbf{w}}_c(x) \) in the vector of estimated coefficients for each action clip. Finally, the matrices \( T \) and \( \Sigma \) are updated as follows:

\[
T(i,:) \Sigma_c = \hat{\Sigma}_c,
\]

\[
\Sigma = N^{-1} \left( \sum_{x} \hat{\Sigma}(x) - \text{diag}(\Sigma^T) \right)
\]

where \( i = (c-1)d + j \) and \( j = 1, ..., d \), \( d \) being the dimension of the feature vector, \( c \) is the number of mixture components in the GMM and \( \hat{\Sigma}(x) \) is the block diagonal matrix of dimension \( Cd \times Cd \) whose diagonal blocks are \( \sigma_{c,c}(c = 1, ..., C) \). After the estimation of the \( T \) matrix, action-vector \( \mathbf{w} \) for a given action clip \( x \) can be obtained using the following equation:

\[
\mathbf{w}(x) = (I + T \Sigma^{-1} N(x) T)^{-1} T \Sigma^{-1} \hat{\mathbf{m}}(x).
\]

The total variability matrix \( T \) (used for projection of \( \mathbf{w}(x) \)) suppresses the intra-class variability across actors and viewpoints and projects each action clip belonging to the same class closer to each other in the action-vector space. Such a visualization of action-vectors (200 dimensional) is presented in 3(a) and it can be noticed that most of the action classes of UCF101 form clusters which can be easily identified. This is in stark contrast to figures 2(a) and 2(b) and demonstrates the strength of action-vector in retaining the unique signature of each action among its clips without the use of labels. Thus, by utilizing the first and second-order statistics, \( w \) uncovers the hidden patterns in the original features in a lower-dimensional space. This is especially relevant in action recognition as the actual space of actors’ movements and viewpoints in which the actions lie is generally very sparse which is exploited in sparse modeling of actions [14].

Further, action-vector represents each action clip as a fixed dimensional feature vector which can then be efficiently used for classification using any scoring mechanism. One such scoring mechanism that is used, among others is linear discriminant analysis (LDA). Figure 3(b) shows the LDA projected action-vectors onto 100 planes (highest available for 101 classes).
It can be observed that LDA works even better with action-vectors and makes the clusters even more separated resulting in improvement of classification performance over cosine scoring as shown in table I.

### IV. Experiments and Results

The experiments for action recognition were performed on the UCF101 action recognition dataset [10]. The UCF101 dataset is one of the biggest annotated datasets for human action recognition with 13000+ clips covering 101 actions. The feature representation which is used to derive the action-vector representation in this paper is motion boundary histogram (MBH). MBH divides the optical flow (temporal derivative of the position of trajectory points in consecutive frames) $\omega = (u, v)$ into its horizontal $u$ and vertical $v$ components by computing separate spatial derivatives which reduce irrelevant background motion.

Table I lists the performance of the proposed action-vector representation with different number of UMM components. For LDA scoring, 100 dimensions were used for the projection (maximum available for 101 classes). It can be seen that the classification performance of action-vector rises steadily for all the 3 scoring mechanisms as the number of UMM components increase. As action-vectors by themselves cluster the classes without the use of labels, simple cosine scoring shows comparable performance to other projection methods like LDA and probabilistic LDA (PLDA) [15]. This shows that given enough number of components for representation, action-vectors can extract a fixed dimensional representation of each of the action clips while maintaining discriminative information.

**TABLE I. CLASSIFICATION ACCURACY OF ACTION-VECTORS (%) VS. UMM COMPONENTS**

<table>
<thead>
<tr>
<th># components</th>
<th>Cosine</th>
<th>LDA</th>
<th>PLDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>90.5</td>
<td>79.8</td>
<td>73.4</td>
</tr>
<tr>
<td>512</td>
<td>90.7</td>
<td>91.9</td>
<td>92.5</td>
</tr>
<tr>
<td>1024</td>
<td>90.8</td>
<td>92.1</td>
<td>92.7</td>
</tr>
<tr>
<td>2048</td>
<td>90.7</td>
<td>92.2</td>
<td>93.0</td>
</tr>
</tbody>
</table>

Table II shows a comparison of the classification proposed method with the state-of-the-art techniques used for action recognition on the UCF101 dataset. While [16], [17] and [18] [19] all use CNN based feature extraction methods, [5] and [19] use improved dense trajectory (iDT) features in conjunction with CNN features. On the other hand, the proposed method uses motion boundary histogram (MBH) based features, which though are used for camera calibration, they also estimate the gross motion information along the $x$-axis and $y$-axis separately. This information empirically seems to provide more information about human action which is useful for classification. Further, without using any of the other “complimentary” information about structure (HOG), motion of the tracked point (HOF) and direction of the tracked point (trajectory), MBH proves to be more than adequate for classification which is in-line with the observation made about MBH in [20].

**TABLE II. COMPARISON OF CLASSIFICATION ACCURACY WITH STATE-OF-THE-ART**

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG+HOF+MBH [21]</td>
<td>86.0</td>
</tr>
<tr>
<td>C3D features [16]</td>
<td>90.4</td>
</tr>
<tr>
<td>Multi-skip feature stacking [17]</td>
<td>89.1</td>
</tr>
<tr>
<td>Two-stream CNN [18]</td>
<td>88.8</td>
</tr>
<tr>
<td>Trajectory-pooled deep CNN [19]</td>
<td>91.5</td>
</tr>
<tr>
<td>VLAD$^3$ + iDT(fisher) [5]</td>
<td>92.2</td>
</tr>
<tr>
<td>Long-term temporal CNNs + iDT [6]</td>
<td>92.7</td>
</tr>
<tr>
<td>Action-vector + PLDA</td>
<td>93.0</td>
</tr>
</tbody>
</table>

### V. Conclusion

In this paper, we presented an approach to arrive at fixed dimensional feature vectors for representing human actions by training a universal movement model (UMM) that captures the motion trajectories movements across all the possible actions. The high dimensional super movement vector obtained from the UMM was then encoded to a lower dimensional action-vector. These action-vectors were shown to be highly discriminative and further so using LDA based projection. Our experiments on the 101 classes of the UCF101 dataset show that action vectors with LDA rival the performance of state-of-the-art deep learning techniques. In future, combination of different feature vectors can be explored for action-vector based encoding.
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