Generalised analytical framework for the stability studies of an AC microgrid
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Abstract: The objective is to address the small-signal stability analysis of a renewable-driven AC microgrid in the context of the practical usage and application. The state-space modelling of the system is generalised over all possible microgrid configurations. It is shown that there exist two simple templates to represent the dynamics of any type of load. The dynamics of any type of source (including the utility grid during the grid-connected operation) can be represented through a single template. Thus, the effective number of the different types of dynamic element is minimised and set fixed irrespective of the actual microgrid composition. In addition, similar loads are represented in the form of a single group to reduce computational complexity. A systematic procedure for constructing the system matrix using the prescribed source and load templates is discussed. The developed framework is applied on a test system having complex loads for both grid-connected and islanded operations. It is a common observation that system stability is influenced by the interactions between inertial and non-inertial components. To overcome this issue, suitable parameters are identified and tuned by performing system level study.

1 Introduction

A microgrid is basically the integration of small-scale distributed energy resources within a locality [1]. Being a low-inertia system, the dynamics of a microgrid needs to be carefully addressed so as to ensure a stable system operation. The stability studies of a microgrid differ from the stability studies of a conventional power grid in two respects. First of all, unlike conventional power systems, system level studies are often required for a microgrid with regard to the controller parameter tuning. The particular exercise requires the small-signal modelling of the entire microgrid system, followed by an eigenvalue analysis. Similar studies are performed in [2–5] for the droop coefficients tuning. The second major issue with regard to the stability analysis of a microgrid is the need for the incorporation of load (and transmission line) transients. In the case of conventional power systems, loads are typically represented by the ZIP (i.e. constant impedance, constant current and constant power) [6] model in the stability studies. The particular representation, in effect, employs the phasor approximation in which the load dynamics is substantially simplified by means of the time-scale decomposition. Similar load models are employed in [7] for the stability studies of a microgrid. However, the above mentioned time-scale decomposition may not be justified in the presence of low-inertia sources. It is, in fact, shown in [8] that the load dynamics can have significant effects on the stability of a microgrid. Therefore, the simplified load modelling approach may be inappropriate in the context of microgrid. The microgrid stability studies should be carried out with detailed representation of load transients. This, in turn, renders higher complexity in the stability analysis of a microgrid.

Though the stability study of a microgrid with the consideration of load dynamics is somewhat addressed in the literature, concentration is paid only on specific microgrid configurations. In [3–5, 9] only R and RL loads are considered. In [10–13], the microgrid stability studies are performed in the presence of only RL and induction motor loads. The microgrid configurations adopted in [14–16] have RL and voltage source rectifier (VSR) fed resistive loads. In addition, loads are placed either immediately after source capacitors [7, 16] or only at remote locations (i.e. away from source capacitor terminals) [4]. More importantly, in most of the cases, the stability analysis is carried out with only a few load elements. Owing to the limitation of referring to specific microgrid configurations with limited load elements, the works reported in the literature do not seem to provide a clear procedure for the small-signal modelling and stability studies of a practical microgrid.

The primary contribution of this paper is to develop a generalised algorithm for constructing the linearised state-space model of any arbitrary microgrid. The core of the proposed algorithm is built based on the findings that there can be two generalised templates for representing any load dynamics and one template for representing dynamics of any source. The template forms explored hide actual compositional complexity of a microgrid during the system state matrix construction. Therefore, there is no need to rework the whole procedure of system state matrix construction whenever there is a change in the microgrid configuration. This may, in turn, largely alleviate the stability studies of a microgrid.

In the present paper, both inertial (induction motor) and non-inertial (R, RL, thermostatic and VSR fed DC load) loads are considered. Additional delay block is used in source operating in drooping mode and phase locked loop (PLL) of VSR fed DC load to achieve better performance. This renders drooping mode source to work for both grid-connected and islanded modes of operation. Sometimes, PLL causes stability problems especially in low-inertia systems [17, 18]. Hence, in addition to droop parameters, time constants of the added delay blocks are also tuned in order to maintain system stability. Parameter tuning is performed such that stability is ensured in all the load changing scenarios.

The organisation of this paper is as follows. The templates for the generalised representation of load and source dynamics are derived in Section 2. The small-signal models of different components are shown in Section 3. The construction of the system matrix using proposed templates is explained in Section 4. In Section 5, a case study is performed to verify the generalised modelling. Finally, this paper is concluded in Section 6.

2 Generalised representation of load and source dynamics

The dynamic modelling of different elements is carried out in the d–q domain. A source or load element may have its own reference frame that governs its control dynamics. To describe the dynamics of the complete system, it is convenient to define a global reference frame. In steady state, the rotational speed of the global reference frame should converge to the rotational speed of a source or load reference frame so as to ensure the existence of an equilibrium. Therefore, the angle of the global reference frame is to be taken as the weighted sum of the local reference frame angles. The dynamic modelling
of each element is subsequently to be carried out over the global reference frame. For an available locally referred source or load dynamic model, it is, however, sufficient to convert only the terminal voltages and currents to the globally referred quantities. The $d$–$q$ transformed quantities with respect to local and global reference frames are indicated by ‘$dq$’ and ‘$DQ$’, respectively, in superscripts or subscripts.

2.1 Load dynamics

It is possible to classify the load elements into a few categories by means of some simple qualitative analysis of general load attributes. Each load element is provided with only one network port for getting the power supply. Apart from the power circuit, a load element may also have its own control system. The power circuit and control system together define the complete load unit. Ideally, there should be only power supply input to the load unit. There are, however, a few instances in the literature in which all the VSR-based load units are fed with same frequency and angle signals from a common PLL [19]. That is, there are external signal inputs to the load control systems. However, in the case all the load control systems are to be implemented in global reference frame. Here, the use of PLL’s can be avoided by directly communicating global frequency and angle signals.

The schematic arrangement of a VSR-based load unit considered in this paper is shown in Fig. 1a. The acronym VSC stands for voltage source converter. Fig. 2 shows the schematic diagram of a simple second-order PLL. It is to be noted that the coupling impedance and PLL are considered as a part of the VSR-based load unit.

With the above definition, loads are classified into two categories based on the terminal properties. For the first category, the current drawn by a load element does not indicate a state of the respective load element. The particular category is referred to as Class 1. Examples of such loads are the $R$ loads and thermostatic loads. The modelling of thermostatic load is explained in [6]. There are certain other types of loads such as induction motor and VSR-based load for which the current drawn by a load element is a state variable (i.e. associated with an inductor). The respective load types fall in the second category, which is referred to as Class 2.

In principle, the dynamic modelling of an element should include only those quantities that are specifically related to the particular element or physical inputs. However, in order to refer the component in global reference, global frequency may also appear as input variable. The template of the load dynamics for Class 1 can be formulated as follows

$$p(x_{C1}) = f_{C1}(\theta_{C1}, \omega_{C1}, x_{C1}, \lambda_{C1})$$ (1)

Fig. 1 Block diagram representation of VSC operating as

a VSR fed DC load

b Source in fixed power mode
c Source in fixed power mode with controlled DC voltage
d Source in drooping mode
The terminal voltage and current vectors (in DQ domain) are indicated by $v_{c1}^{\text{DQ}}$ and $v_{c1}^{\text{DQ}}$, respectively. The rotational speed of the global reference frame is indicated by $\omega_{g}$. Variables $v_{c1}^{\text{DQ}}$ and $i_{c1}^{\text{DQ}}$ are input quantities. Vector $\lambda_{c1}$ contains fixed and operational load parameters. The differentiation operation is indicated by $\dot{}$ ($\cdot$). The current drawn by the load element is an algebraic variable, which is related to the state and input variables from (2). It is to be noted that there may be certain types of load with no variable, which is related to the state and input variables from (2). In that case, $x_{c1}$ should be defined as a dummy state variable by equating (1) to zero. Defining a dummy state in the absence of any physical state alleviates the construction of the system matrix. The template for the dynamics of a Class 2 load element appears as follows

$$p(x_{c2}) = f_{c2}^{s}(v_{c2}^{\text{DQ}}, v_{c2}^{\text{DQ}}, \omega_{g}, x_{c2}, \lambda_{c2})$$

$$p(v_{c2}^{\text{DQ}}) = f_{c2}^{p}(v_{c2}^{\text{DQ}}, v_{c2}^{\text{DQ}}, \omega_{g}, x_{c2}, \lambda_{c2}).$$

Here, subscript ‘C2’ stands for Class 2. All the symbols used here have similar meanings as those in (1) and (2). However, the load current is now governed by the state equation rather than by the algebraic equation. As before, it may sometimes be required to define $x_{c2}$ as a dummy state variable. In spite of its small geographical span, a practical microgrid may have to serve power to many load elements. Individual modelling of load is usually employed because of the inapplicability of phasor approximation. This, in turn, largely increases the order of the system rendering computational complexity for stability analysis. One useful way to reduce the system order is to create groups of similar load elements. The concept of load grouping in the context of microgrid has already been employed in [13] for studying the effects of induction motors. The dynamics of a Class 1 load group thus formed can be formulated as follows

$$p(x_{c1}) = f_{c1}^{s}(v_{c1}^{\text{DQ}}, v_{c1}^{\text{DQ}}, \omega_{g}, x_{c1}, \lambda_{c1})$$

$$p(v_{c1}^{\text{DQ}}) = f_{c1}^{p}(v_{c1}^{\text{DQ}}, v_{c1}^{\text{DQ}}, \omega_{g}, x_{c1}, \lambda_{c1})$$

where

$$f_{c1}^{s}(v_{c1}^{\text{DQ}}, v_{c1}^{\text{DQ}}, \omega_{g}, x_{c1}, \lambda_{c1})$$

$$= f_{c1}^{p}(v_{c1}^{\text{DQ}}, v_{c1}^{\text{DQ}}, \omega_{g}, x_{c1}, \lambda_{c1})$$

and

$$\hat{\lambda}_{c1} = \begin{bmatrix} \hat{\lambda}_{c1}^{T} \\
\end{bmatrix} = [n_{c1}]^{T}.$$
The small-signal model of a source is expressed as follows:

\[
p(\Delta \omega_s) = \begin{bmatrix}
a_{uu} & a_{uv} & a_{uw} & a_{ux} \\
a_{vu} & a_{vv} & a_{vw} & a_{vx} \\
a_{wu} & a_{vw} & a_{ww} & a_{wx} \\
a_{xu} & a_{xv} & a_{xw} & a_{xx}
\end{bmatrix} \begin{bmatrix}
\Delta \omega_s \\
\Delta x_s \\
\Delta y_s
\end{bmatrix}
\]

Similarly, the dynamics of a Class 2 load can be represented in the same manner.

The physical representation of a line is shown in Fig. 3. The small-signal state-space model of line dynamics appears as follows:

\[
p(\Delta v_D) = \begin{bmatrix}
a_{uu} & a_{uv} & a_{uw} & a_{ux} \\
a_{vu} & a_{vv} & a_{vw} & a_{vx} \\
a_{wu} & a_{vw} & a_{ww} & a_{wx} \\
a_{xu} & a_{xv} & a_{xw} & a_{xx}
\end{bmatrix} \begin{bmatrix}
\Delta \omega_s \\
\Delta x_s \\
\Delta y_s
\end{bmatrix} + \begin{bmatrix}
a_{uu}^d & a_{uv}^d & a_{uw}^d & a_{ux}^d \\
a_{vu}^d & a_{vv}^d & a_{vw}^d & a_{vx}^d \\
a_{wu}^d & a_{vw}^d & a_{ww}^d & a_{wx}^d \\
a_{xu}^d & a_{xv}^d & a_{xw}^d & a_{xx}^d
\end{bmatrix} \begin{bmatrix}
\Delta \omega_s \\
\Delta x_s \\
\Delta y_s
\end{bmatrix}
\]

The state variable vectors \( \Delta \omega_s \) and \( \Delta x_s \) are arranged as

\[
\Delta \omega_s = [\Delta \omega_s^{(1)} \Delta \omega_s^{(2)} \ldots \Delta \omega_s^{(N_g)}]^T.
\]

The state variable vectors \( \Delta x_s \) are arranged as

\[
\Delta x_s = [\Delta x_s^{(1)} T \Delta x_s^{(2)} T \ldots \Delta x_s^{(N_g)} T]^T.
\]

Here, \( N_g \) indicates the number of sources present in the system. The bracketed superscripts indicate source indices. The other state vectors \( \Delta v_D, \Delta x, \Delta \omega_s, \Delta v_P, \Delta v_Q, \Delta v_D, \Delta v_P, \Delta v_Q \) are also arranged in the same manner.

The system state equations before the elimination of algebraic variables can be written as follows

\[
p(\Delta X_{sys}) = A_u^X \Delta X_{sys} + A_u^{sys} \Delta \omega_s + A_w^{sys} \Delta v_D + A_{v_D}^{sys} \Delta v_P
\]

\[
+ A_{v_Q}^{sys} \Delta v_Q + A_{x}^{sys} \Delta x + A_{x}^{sys} \Delta \omega_s + A_{x}^{sys} \Delta v_D + A_{x}^{sys} \Delta v_P.
\]

\[
A_u^X = \begin{bmatrix}
A_u^{uu} & A_u^{uv} & 0 & 0 & 0 & 0 & A_u^{ux} \\
A_v^{uu} & A_v^{uv} & A_v^{ux} & A_v^{uv} & 0 & 0 & 0 \\
0 & 0 & A_v^{vx} & A_v^{uv} & 0 & 0 & 0 \\
0 & 0 & 0 & A_v^{vx} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & A_v^{vx} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & A_v^{vx} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & A_v^{vx}
\end{bmatrix}
\]

All the sub-matrices on the right-hand sides of (25)-(30) should be organised in block diagonal form. For example, \( A_u^{uu} \) is organised as follows

\[
A_u^{uu} = \text{diag}(A_u^{uu(1)}, A_u^{uu(2)}, \ldots, A_u^{uu(N_g)})
\]

On the other hand, the sub-matrices in (31) take the following form

\[
A_{v_D}^{sys} = \begin{bmatrix}
A_{v_D}^{wu} & A_{v_D}^{wu} & 0 & 0 & 0 & 0 & A_{v_D}^{wu} \\
A_{v_D}^{wu} & A_{v_D}^{wu} & A_{v_D}^{wu} & A_{v_D}^{wu} & 0 & 0 & 0 \\
0 & 0 & A_{v_D}^{wu} & A_{v_D}^{wu} & 0 & 0 & 0 \\
0 & 0 & 0 & A_{v_D}^{wu} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & A_{v_D}^{wu} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & A_{v_D}^{wu} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & A_{v_D}^{wu}
\end{bmatrix}.
\]
According to Kirchhoff
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The line and load terminal voltages are expressed in terms of bus voltages by modifying (24) as follows
\[
P(\Delta X_{sys}) = A'^{sys}_{sb} \Delta X_{sys} + A'^{sys}_{sr} \Delta \omega_x + A'^{sys}_{sh} \Delta \omega_\theta + A'^{sys}_{sh} \Delta \varphi_{DQ} + A'^{sys}_{rb} \Delta \varphi_{DQ} + A'^{sys}_{rb} \Delta \varphi_{DQ}
\]
where
\[
A'^{sys}_{sb} = A'^{sys}_{ctc} M'^{sb}_{ctc} + A'^{sys}_{ctc} M'^{sh}_{ctc} + A'^{sys}_{sh} M'^{sh}_{sh}
\]
\[
A'^{sys}_{sr} = A'^{sys}_{ctc} M'^{sr}_{ctc} + A'^{sys}_{ctc} M'^{sh}_{ctc} + A'^{sys}_{sh} M'^{sh}_{sh}
\]
\[
M'^{sh} = M'^{sh}_{dt} - M'^{sh}_{tl}
\]
\[
M'^{rb} = M'^{rb}_{dt} - M'^{rb}_{tl}
\]
Here, the source and remote bus voltage vectors are represented by \( \varphi_{DQ} \) and \( \varphi_{DQ} \), respectively.

The frequency of the global reference frame is taken as the weighted sum of source frequencies. That is
\[
\Delta \omega_x = \mathbf{w}^T \Delta \omega_x.
\]
Here, \( \mathbf{w} \) is an \((N_w \times 1)\) vector containing the weight factors. The source bus voltages can directly be expressed in terms of source terminal voltages as follows
\[
\Delta \varphi_{DQ} = M'^{sh}_{sh} \Delta \varphi_{DQ}.
\]
According to Kirchhoff’s current law (KCL) at remote buses
\[
M'^{rb}_{sh} \Delta \varphi_{DQ} + M'^{sh}_{sh} \Delta \varphi_{DQ} + M'^{sh}_{sh} \Delta \varphi_{DQ} = 0.
\]
From (18), the currents drawn by all the Class 1 load elements are expressed as follows
\[
\Delta \varphi_{DQ} = A'^{cl}_{sh} \left(M'^{sh}_{sh} \Delta \varphi_{DQ} + M'^{sh}_{sh} \Delta \varphi_{DQ} + A'^{cl}_{sh} \Delta x_{ctc} \right)
\]
\[
A'^{cl}_{sh} = A'^{cl}_{sh} \left(M'^{sh}_{sh} \Delta \varphi_{DQ} + M'^{sh}_{sh} \Delta \varphi_{DQ} + A'^{cl}_{sh} \Delta x_{ctc} \right)
\]
\[
A'^{cl}_{sh} = A'^{cl}_{sh} \left(M'^{sh}_{sh} \Delta \varphi_{DQ} + M'^{sh}_{sh} \Delta \varphi_{DQ} + A'^{cl}_{sh} \Delta x_{ctc} \right)
\]
Here, the organisation of \( A'^{cl}_{sh} \) and \( A'^{cl}_{sh} \) is similar to that in (32). Matrices \( A'^{cl}_{sh} \) and \( A'^{cl}_{sh} \) have the similar organisation [as in (33)]. By substituting (42) into (41), the expression of the remote bus voltage vector in terms of state variables is shown below
\[
\Delta \varphi_{DQ} = \Gamma_{s} \Delta x_{sys}
\]
where
\[
\Gamma_{s} = \sum \left( M'^{sh}_{sh} \Delta \varphi_{DQ} + M'^{sh}_{sh} \Delta \varphi_{DQ} + A'^{cl}_{sh} \Delta x_{ctc} \right)
\]
Similarly, the relationship between the source current vector and state variables can be established by writing KCL equations at source buses
\[
M'^{sh}_{sh} \Delta \varphi_{DQ} = M'^{sh}_{sh} \Delta \varphi_{DQ} + M'^{sh}_{sh} \Delta \varphi_{DQ} + M'^{sh}_{sh} \Delta \varphi_{DQ}.
\]
From (42) and (45), the following relationship can be obtained
\[
\Delta \varphi_{DQ} = \Gamma_{s} \Delta x_{sys}
\]
where (see equation at bottom of the page)
Relationships (39) and (40) can subsequently be written as follows:
\[
\Delta \omega_x = \Gamma_{x} \Delta x_{sys}
\]
\[
\Delta \varphi_{DQ} = \Gamma_{t} \Delta x_{sys}
\]
The final system state matrix after replacing (43), (46), (47) and (48) into (34), is shown below
\[
A'^{sys}_{sh} = A'^{sys}_{sh} \Gamma_{sh} + A'^{sys}_{sh} \Gamma_{sh} + A'^{sys}_{sh} \Gamma_{sh} + A'^{sys}_{sh} \Gamma_{sh} + A'^{sys}_{sh} \Gamma_{sh} + A'^{sys}_{sh} \Gamma_{sh}.
\]
The existence of dummy state variables in the state equations, however, increases the size of the system with unnecessary zero eigenvalues. The respective dummy states are removed by eliminating the corresponding rows and columns of the formulated system matrix. Moreover, there can be certain source frequency variables for which the time constants (i.e. \( \tau_x \) as in Fig. 1d) are zero. Though the respective frequency variables can still be represented as states by means of variable transformation, the same may lead to procedural complexity. Alternatively, the system matrix can, first, be constructed by assigning non-zero time constants to the corresponding first-order delay blocks. It is to be noted that the time constant of a first-order delay block does not affect the system equilibrium. Subsequently, the elements corresponding to the above frequency variables in the state differentiation vector can be set to zero, from which the respective frequency variables can be replaced in terms of state variables in the other state equations.

5 Case study
A case study is performed for evaluating the ability of a microgrid to withstand load transitions under a complex loading condition. As mentioned previously, the system operation can be divided over
certain time intervals. During a particular time interval, the system load profile remains almost constant. However, there may be significant load change whenever the system operation shifts from one time interval to the next time interval. The load transition takes place in the form of new load additions or drop-outs of some present loads. Following a load transition, the system should be able to quickly settle down to the new equilibrium. This, in turn, requires appropriate controller parameter tuning, which is demonstrated in this section.

The test system considered in this case study is shown in Fig. 4. The nominal bus voltage and system frequency are 400 V (line-to-line) and 50 Hz, respectively. The source and line details are provided in Tables 1 and 2, respectively. The feed-forward gains of all the current controllers are taken to be zero. All the sources are running in the drooping mode. The system load profile is shown below:

(i) Three sets (i.e. IM₁, IM₂ and IM₃) of 3 – φ induction motors.

(ii) One set (i.e. PEL₁) of VSR fed resistive loads.

(iii) Two sets (i.e. TH₁ and TH₂) of thermostatic loads.

(iv) Three sets (i.e. RL₁, RL₂ and RL₃) of RL loads.

(v) Three sets (i.e. R₁, R₂ and R₃) of normal R loads.

Each load set consists of similar load elements. The load parameter details are provided in Table 3.

All the controller parameters presented in Tables 1 and 3 are locally tuned by following the procedures explained in [20]. To tune PLL parameters, the time constant of the frequency delay block is initially taken as 1 ms. The following source controller parameters are to be tuned by carrying out a system level stability study:

- Active power droop coefficient.
- Reactive power droop coefficient.
- Voltage controller feed-forward gain.
- Time constant of the frequency delay block.

The value of each of the above parameters is taken to be the same for all the sources. The droop coefficients are expressed in per unit through the following relationships

\[ d_p(\text{pu}) = d_{p,\text{act}} \left( \frac{P_{\text{max}}}{\alpha_n} \right) \]  
\[ d_q(\text{pu}) = d_{q,\text{act}} \left( \frac{Q_{\text{max}} - Q_{\text{min}}}{V_n} \right) \]  

Here, \( d_p \) and \( d_q \) indicate the active power droop coefficient and the reactive power droop coefficient, respectively. Subscript ‘act’ indicates the actual unit, whereas ‘pu’ stands for per unit. The maximum active and reactive power generation capabilities of a source are indicated by \( P_{\text{max}} \) and \( Q_{\text{max}} \), respectively. Symbol \( Q_{\text{min}} \) represents the minimum reactive power generation capability. The nominal system frequency and bus voltage magnitude are indicated by \( \omega_n \) and \( V_n \), respectively. Apart from source parameters, the time constant of the PLL frequency delay block for a VSR load is also to be tuned through the system level study. However, the time constants of all the PLL frequency delay blocks are kept equal.

Table 4 shows the base case load profile as well as the load transition that takes place. The addition of new load elements may happen in the following sequence. First of all, certain load elements such as induction motors and VSR loads need to go through some start-up procedures. After being started up, the respective load elements remain in idling (i.e. no load) mode for certain time duration. Subsequently, those load elements are set to draw the desired amounts of power and the other load elements (i.e. the load elements that do not require special start-up procedure) are added. The corresponding time durations can be referred to as start-up, idling and pick-up periods.

As mentioned previously, there may be a special procedure for starting up a load element. However, the issue of starting up a

**Table 1 Source data**

<table>
<thead>
<tr>
<th>Source id.</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>S₁, S₃</td>
<td>active power rating</td>
<td>20 kW</td>
</tr>
<tr>
<td></td>
<td>reactive power rating</td>
<td>(16.46, 26.71) kVar</td>
</tr>
<tr>
<td></td>
<td>(minimum, maximum)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>filter resistance</td>
<td>0.295 Ω</td>
</tr>
<tr>
<td></td>
<td>filter inductance</td>
<td>1.47441 mH</td>
</tr>
<tr>
<td></td>
<td>filter capacitance</td>
<td>429.5 μF</td>
</tr>
<tr>
<td></td>
<td>proportional gain of voltage controller</td>
<td>0.2 Ω⁻¹</td>
</tr>
<tr>
<td></td>
<td>proportional gain of current controller</td>
<td>1.47441 Ω</td>
</tr>
<tr>
<td></td>
<td>integral gain of voltage controller</td>
<td>9.68 Ω⁻¹ s⁻¹</td>
</tr>
<tr>
<td></td>
<td>integral gain of current controller</td>
<td>295.8 Ω s⁻¹</td>
</tr>
<tr>
<td></td>
<td>cut-off frequency of LPF</td>
<td>31.41 rad/s</td>
</tr>
<tr>
<td></td>
<td>time constant of voltage delay block</td>
<td>1 × 10⁻³ s</td>
</tr>
</tbody>
</table>

| S₂ | active power rating | 10 kW |
| | reactive power rating | (0.049, 5.07) kVar |
| | (minimum, maximum) | |
| | filter resistance | 0.1 Ω |
| | filter inductance | 1.35 mH |
| | filter capacitance | 50 μF |
| | proportional gain of voltage controller | 0.05 Ω⁻¹ |
| | integral gain of voltage controller | 390 Ω⁻¹ s⁻¹ |
| | proportional gain of current controller | 10.5 Ω |
| | integral gain of current controller | 16,000 Ω s⁻¹ |
| | cut-off frequency of LPF | 31.41 rad/s |
| | time constant of voltage delay block | 1 × 10⁻³ s |
The parameter tuning is carried out by means of particle swarm optimisation (PSO) [9] minimising the largest real part among all the non-zero eigenvalues of the linearised system matrix. The upper and lower limits kept on each parameter in the PSO technique are presented in Table 6. Symbol $F$ indicates voltage controller feed-forward gain. Results obtained from the PSO method are shown in Table 7. The same set of results is obtained with and without load grouping. It is revealed from the results in Table 7 that the time constant of the PLL frequency delay block to be set much higher than the time constant of the source frequency delay block in the case of islanded operation. For the grid-connected operation, both the time constants need to be set at low values. In contrast, droop coefficients should be assigned higher values for grid-connected operation. The eigenvalues near imaginary axis for islanded and grid-connected operations are shown in Figs. 5a and 5b, respectively.

Table 3 Load data

<table>
<thead>
<tr>
<th>Load id.</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1, R2, R3</td>
<td>resistance</td>
<td>100 Ω, 70 Ω</td>
</tr>
<tr>
<td>RL1</td>
<td>resistance</td>
<td>400 Ω</td>
</tr>
<tr>
<td>RL2</td>
<td>inductance</td>
<td>0.6 H</td>
</tr>
<tr>
<td>RL3</td>
<td>resistance</td>
<td>300 Ω</td>
</tr>
<tr>
<td>IM1, IM2, IM3</td>
<td>stator resistance</td>
<td>1.405 Ω</td>
</tr>
<tr>
<td></td>
<td>stator inductance</td>
<td>0.005839 H</td>
</tr>
<tr>
<td></td>
<td>mutual inductance</td>
<td>0.1722 H</td>
</tr>
<tr>
<td>TH1, TH2</td>
<td>rotor resistance referred to stator side</td>
<td>1.395 Ω</td>
</tr>
<tr>
<td></td>
<td>rotor inductance referred to stator side</td>
<td>0.005839 H</td>
</tr>
<tr>
<td></td>
<td>number of poles</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>moment of inertia</td>
<td>0.0131 kg m²</td>
</tr>
<tr>
<td>PEL1</td>
<td>load torque (IM1)</td>
<td>4.59169 Nm</td>
</tr>
<tr>
<td></td>
<td>load torque (IM2)</td>
<td>2.29584 Nm</td>
</tr>
<tr>
<td></td>
<td>load torque (IM3)</td>
<td>5.510028 Nm</td>
</tr>
<tr>
<td>TH1, TH2</td>
<td>coupling resistance</td>
<td>0.1 Ω</td>
</tr>
<tr>
<td></td>
<td>filter resistance</td>
<td>0.295</td>
</tr>
<tr>
<td></td>
<td>filter inductance</td>
<td>1.47441 mH</td>
</tr>
<tr>
<td></td>
<td>filter capacitance</td>
<td>429.5 μF</td>
</tr>
<tr>
<td></td>
<td>DC-link voltage</td>
<td>900 V</td>
</tr>
<tr>
<td></td>
<td>proportional gain of DC-link controller</td>
<td>3.095</td>
</tr>
<tr>
<td></td>
<td>integral gain of DC-link controller</td>
<td>29.962</td>
</tr>
<tr>
<td></td>
<td>proportional gain of current controller</td>
<td>1.47441 Ω</td>
</tr>
<tr>
<td></td>
<td>integral gain of current controller</td>
<td>295.8 Ω/s</td>
</tr>
<tr>
<td></td>
<td>DC capacitance</td>
<td>0.01 F</td>
</tr>
<tr>
<td></td>
<td>DC conductance</td>
<td>2.469 mΩ⁻¹</td>
</tr>
<tr>
<td></td>
<td>proportional gain of PLL</td>
<td>1.5476</td>
</tr>
<tr>
<td></td>
<td>integral gain of PLL</td>
<td>19.8184</td>
</tr>
<tr>
<td>TH1, TH2</td>
<td>proportional gain of proportional–integral (PI) controller</td>
<td>−0.00074</td>
</tr>
<tr>
<td></td>
<td>integral gain of PI controller</td>
<td>−2.507</td>
</tr>
<tr>
<td></td>
<td>time constant of thermostat load</td>
<td>$1 \times 10^{-3}$ s</td>
</tr>
<tr>
<td></td>
<td>gain of thermostat load</td>
<td>−0.004</td>
</tr>
<tr>
<td></td>
<td>reference temperature (TH1)</td>
<td>300° K</td>
</tr>
<tr>
<td></td>
<td>reference temperature (TH2)</td>
<td>295° K</td>
</tr>
<tr>
<td></td>
<td>ambient temperature (TH1)</td>
<td>305° K</td>
</tr>
<tr>
<td></td>
<td>ambient temperature (TH2)</td>
<td>305° K</td>
</tr>
</tbody>
</table>

Table 4 Description of base case load profile and load transition

<table>
<thead>
<tr>
<th>Load set</th>
<th>Number of elements</th>
<th>Base case</th>
<th>New addition</th>
<th>Drop-out</th>
</tr>
</thead>
<tbody>
<tr>
<td>RL1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>RL2</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>RL3</td>
<td>5</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>TH1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>TH2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PEL1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IM1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IM2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IM3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5 Reference settings of sources

<table>
<thead>
<tr>
<th>Id.</th>
<th>Case</th>
<th>Active power, $W$</th>
<th>Reactive power, $Var$</th>
<th>Voltage, $V$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>base case</td>
<td>13,375</td>
<td>−3097</td>
<td>397.6833</td>
</tr>
<tr>
<td></td>
<td>load addition</td>
<td>15,476</td>
<td>−4555</td>
<td>397.4475</td>
</tr>
<tr>
<td>S2</td>
<td>base case</td>
<td>5045</td>
<td>13,965</td>
<td>404.0703</td>
</tr>
<tr>
<td></td>
<td>load addition</td>
<td>6067</td>
<td>13,157</td>
<td>403.9254</td>
</tr>
<tr>
<td>S3</td>
<td>base case</td>
<td>10,054</td>
<td>8853</td>
<td>403.0378</td>
</tr>
<tr>
<td></td>
<td>load addition</td>
<td>12,119</td>
<td>14,311</td>
<td>404.2717</td>
</tr>
</tbody>
</table>

Table 6 Minimum and maximum limits considered for optimisation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum limit</th>
<th>Maximum limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_p$, pu</td>
<td>$1 \times 10^{-5}$</td>
<td>0.01</td>
</tr>
<tr>
<td>$d_q$, pu</td>
<td>$1 \times 10^{-5}$</td>
<td>0.02</td>
</tr>
<tr>
<td>$F$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$\tau_{c}$, s</td>
<td>0.0005</td>
<td>0.01</td>
</tr>
<tr>
<td>$\tau_{PLL}$, s</td>
<td>0.0005</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 7 System parameter settings

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Grid-connected mode</th>
<th>Stand-alone mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_p$, pu</td>
<td>$1.689 \times 10^{-3}$</td>
<td>$1 \times 10^{-5}$</td>
</tr>
<tr>
<td>$d_q$, pu</td>
<td>0.0049</td>
<td>$2.67 \times 10^{-4}$</td>
</tr>
<tr>
<td>$F$</td>
<td>0.832</td>
<td>0.814</td>
</tr>
<tr>
<td>$\tau_{c}$, s</td>
<td>$5.662 \times 10^{-4}$</td>
<td>0.0005</td>
</tr>
<tr>
<td>$\tau_{PLL}$, s</td>
<td>$6.226 \times 10^{-4}$</td>
<td>0.0028</td>
</tr>
</tbody>
</table>
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The time-domain simulations are carried out in the MATLAB Simulink environment. The original non-linear models are employed in the transient simulation. However, VSCs are represented by means of averaged models. To avoid the starting procedures for induction motor and VSR loads, the simulation is initiated at the idling period. The pick-up period is initiated at \( t = 1 \) s. Results of the transient simulation corresponding to the islanded and grid-connected operations are produced in Figs. 6 and 7, respectively. The rotor speed of the newly added induction motor is close to system frequency in the idling period. Subsequently, the load torque is applied in the pick-up, which causes the rotor speed to fall. The system frequency is almost maintained constant by appropriately adjusting the source reference power settings in the event of transition from idling to pick-up periods. In grid-connected operation, the power exchange between the utility grid and microgrid in the pick-up is observed to be 798 W. For both the grid-connected and islanded modes of operation, the system retains stability after the load transition. However, oscillations are more during the grid-connected operation because of the parallel operation of droop-controlled sources with the utility grid.

6 Conclusion

In this paper, a systematic procedure is prescribed for the small-signal stability analysis of a microgrid with the scope for general applications. By recognising that there can be many different types of loads in a microgrid, a unified modelling is carried out to represent the load dynamics. The representation of load dynamics is made in the form of two simple templates. It is shown that the dynamics of any load can be described through either of those two templates. The load templates are defined based on the state or non-state nature of the load current. In the same way, the dynamics of all the different types of sources are described through a single template. The organisation of the small-signal model of an element is explained based on those templates. After organising the small-signal load and source models in the prescribed formats, some common steps are to be followed, irrespective of the actual microgrid configuration, for the construction of the system state matrix. The steps involved in the construction of the system state matrix are explained in details. The application of the proposed generalised state-space modelling framework is made for investigating the stability of a microgrid with the simultaneous presence of R, RL, thermostatic, induction motor and VSR loads.
loads. Finally, it is revealed from the case study that a stable system operation in the presence of both induction motor and VSR loads is possible with appropriate tuning of controller parameters.

7 References


J Eng 2016
doi: 10.1049/joe.2016.0045

This is an open access article published by the IET under the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0/)