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Abstract

Our Project aim is to develop a real time chip to process the sensor signals and sepa-

rating the source signals, which is used in Health care and Wireless Sensor Networks

(WSN) like Autism, ECG and disease detection. Autism is a disease which affects the

child mental behavior. So If we analyze the signals form the brain so we can observe

the how effectively the disease is cured. So to analyze the Autism we need EEG

signals from almost 128 Leads from the scalp of child. In cardiovascular diseases, pa-

tient’s ECG signal is monitored, which is a combination of ECG, Artefacts and noise.

Desired ECG signal is separation from mixed signals is vital for accurate analysis of

disease. All these operations has to be done in real-time scenario with patient being

monitored all the time. So, there is a need of low-complexity, low-power architec-

ture for this signal separation is needed. Here, we proposed a COordinate Rotation

DIgital Computer (CORDIC) based engine to separate mixed signals. The proposed

algorithm can merge the two key steps of conventional FastICApreprocessing and up-

date and is therefore capable of reducing the hardware complexity of the conventional

FastICA significantly. Hardware implementation can further be simplified due to the

recursive nature of the proposed algorithm where the same 2D hardware module can

be used as the fundamental core to implement architecture. Architecture has been

further improved such that same hardware can be used for any number of input sig-

nals by making it reconfigurable. Further, a hybrid architecture has been proposed by

combining FastICA with cross product. Computational time reduced by this hybrid

implementation which makes it feasible for real-time scenario.

We proposed a low-complexity architecture for inferring the unique number of

arm movements performed in an out-of-laboratory environment using wrist worn ac-

celerometers. We propose that this framework can be used as a clinical tool to

assess rehabilitation progress in neurodegenerative pathologies tracking the number

of unique movements performed by patients with their impaired arm. For this in-
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vestigation, we consider four healthy and stroke survivors performing an archetypal

activity of daily living making-cup-of tea-coffee having repeated occurrences of three

elementary arm-movements(reach-retrieve, lift-cup-to-mouth, rotate-arm). We use an

unsupervised learning approach: k-means clustering and estimate the optimal num-

ber of clusters to infer the unique number of movements from the kinematic data.

This is representative of an ambient assisted living scenario, where the arm usage of

stroke survivors in activities of daily living can be determined to track rehabilitation

progress. Furthermore, a low-complexity architecture using CORDIC is proposed

which can enable data processing on the sensor node itself thereby reducing energy

expenditure incurred in data transmission. This will help to elongate the battery

life of the sensors especially for scenarios where adequate computing facilities are not

available. The design synthesized in STMicroelectronics 130nm technology occupied

core area of 0.61mm2 and consumed power of 9.21mW at 1.2V @ 100-MHz frequency,

making it applicable for real-time high-speed operations within a node of Wireless

Sensor Networks (WSN). Our experimental results show that three arm movements

were detected for the healthy subjects whereas for the stroke survivors the number of

movements reported were on the higher side for the experimental duration, reflecting

the variability inherent within the movement profiles.
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Chapter 1

Introduction

Emerging applications in the areas of Wireless Sensor Networks (WSN), remote health

monitoring and pervasive computing require sophisticated signal processing algo-

rithms and corresponding architectural implementation with limited area and low

power consumption. Sensors used for such resource constrained applications capture

the signals and transmit to some central node on continuous basis. Most of the pro-

cessing are performed within the central node and it is commonly assumed that this

central node has continuous power supply. However since the sensor nodes are mostly

run by battery back-up and their radio front end consumes significantly high power,

these nodes run out of power soon in such approach. To overcome this problem,

researchers have been working on developing decorrelation based approaches and in-

telligent compression techniques to reduce the redundancy in the data and also to

inhibit the traffic load over the communication channel. However, apart from this, it

can also be envisaged to have on-sensor resource constrained signal processing algo-

rithms and architectures eliminating the need of continuous data transmission. Since

the signals captured by the sensors in the above mentioned emerging application en-

vironment are corrupted with noise and other signals, it is important to explore those

signal processing algorithms which can help denoising and signal separation. This
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thesis investigates such algorithms and their corresponding architectures consider-

ing the fundamental constraints of resources in terms of power, area and hardware

complexity.

Human activity recognition in natural settings has gained prominence in recent

years used in remote health monitoring systems to assess patient mobility. The ad-

vent of mobile and ubiquitous computing facilities using low-cost inertial sensors,

radio-frequency identification (RFID) and fusion of vision-based and inertial sensor

based approaches [22] have helped continuous subject monitoring. The last two ap-

proaches have the bottleneck of primarily being restricted to indoor activities within

a defined region and require an un-hindered surveillance of the vision system [23].

Furthermore, the use of high complexity image processing algorithms can result in

slower analysis which can be particularly challenging if real-time information analysis

is required [24]. With the shift in focus of the research community towards moni-

toring human activities performed in daily life which is a more natural indicator of

the subjects’ involvement as compared to monitoring only during a prescribed ex-

ercise/training phase, the use of body-worn inertial sensors have gained prominence

over other aproaches.

Advancements in wireless sensor networks (WSN) and information communica-

tion technology have played a key role in the miniaturization of low-cost, body-worn

sensors enabling cost efficient patient monitoring and rehabilitation within the home

environment [25]. This is particularly relevant when considering the increasing health-

care costs of an ageing population, especially those related to the treatment of chronic

arthritis, cardiovascular diseases or neurodegenerative diseases, and the need to re-

duce the amount of time the patient spends at the clinic.

Recognition of activities using body-worn sensor data in an unconstrained daily

living scenario is particularly challenging owing to the considerable amount of vari-

ability inherent in movement patterns of each subject without any manual inter-
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vention or a-priori knowledge [26]. The huge amount of kinematic data collected

over long-duration which is commonly unlabelled or without any information on the

corresponding activity, poses a challenge with respect to their validation post any

classification that is carried out on them. Moreover, the fundamental requirement

for such pervasive sensors used in real-time multimodal data acquisition and analysis,

is to prolong the battery life of the sensors by compensating the significant energy

required at the radio front-end of the sensors for continuous data transmission [27].

These two challenges - firstly on the algorithmic level and secondly at the sensor

level can be solved by selecting an optimal activity detection algorithm which can be

carried out at the sensor node itself yielding energy efficient solutions as compared to

conventional remote monitoring approaches based on continuous transmission of vital

sign data. Hence, from the long-term system operation perspective, when implement-

ing a wireless body area network that is comprised of heterogeneous sensors capturing

physiological data, it is imperative to have a low-complexity algorithm-to-architecture

implementation.

In principle there are three steps for activity recognition using inertial sensors:

(1) data capture by appropriate sensor; (2) segmentation of the captured data to

identify the beginning and end of an activity; and (3) recognition of the activity using

appropriate classification techniques [23]. Continuous monitoring of activities in an

unconstrained scenario involves data segmentation and activity recognition which are

in practice interrelated but are individually two separate research problems owing

to the possible qualitative non-uniqueness of an activity pattern exhibited by an

individual subject and due to inter-person variability. In the research reported here we

concentrate only on the activity recognition part as a proof-of-concept methodology.

In this thesis, we look into the domain of activity monitoring in daily life involv-

ing a subject population with body-worn inertial sensors for long durations. As a

particular case study we consider the field of stroke rehabilitation, wherein a patient
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wears a wrist-based tri-axial accelerometers, collecting data aimed at monitoring arm

movements performed by the patient. Impairment of the arm is a common post-stroke

phenomenon and as part of the prescribed rehabilitation protocol, clinicians are par-

ticularly interested on whether the patients are using their impaired arm in daily life

following their initial rehabilitation within the clinic. Moreover, recognizing the num-

ber of distinct activities performed with the impaired arm would also help to gauge

the qualitative involvement of the patient in their daily life. Hence, we perform a sys-

tematic exploration to recognize the distinct arm movements performed by the upper

limb which are generally associated with activities of daily living, using data collected

from a wrist-worn, wireless tri-axial accelerometers. The exploration was carried on

the data collected from four healthy subjects and four stroke survivors wearing a

wrist-worn inertial sensor module as they performed multiple trials of an archetypal

activity of daily living ‘making-a-cup-of-tea’ involving multiple occurrences of three

fundamental movements - (1) reach out and retrieve object, (2) lift cup to mouth

and (3) performing pouring/(un)locking action, all of which involve rotations of the

forearm about various axes.
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Chapter 2

Reconfigurable FastICA

In Chapter 1 it has been mentioned that in the emerging fields such as person-centric

remote health monitoring, Wireless sensor networks, separation of signals from a set

of mixed sensory data is an important requirement [5], [6]. It has also been pointed

out that BSS can have potential application in such fields where without any or

much knowledge of the mixed signals or mixing channels, retrieval of source signals

is the fundamental goal [3]. It has already been outlined Chapter 1 that ICA is the

most commonly used statistical technique for solving BSS problem [3] and among the

existing ICA algorithms, FastICA is popular because of its higher convergence speed

and accuracy [1], [2]. Being efficient from the algorithmic point of view, FastICA can

be deployed in the fore-mentioned applications.

However these emerging applications are limited by the fundamental constraints

of resource such as power and area. In most of the cases the devices used for such

applications are battery powered and are meant to be tiny and unobtrusive which

necessitate the development of reduced complexity low power signal processing tech-

niques. Although algorithmically effective, the computationally intensive nature of

FastICA makes its direct mapping into architecture unsuitable for such resource con-

strained applications.Therefore an algorithm-architecture holistic optimization ap-
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proach is necessary for maintaining its algorithmic efficiency and making it low-

complexity at the same time from its architectural perspective. FastICA algorithm

consists of two basic steps - Preprocessing and the main Iterative step [2]. Prepro-

cessing step is composed of two further steps - centering and whitening [2]. Centering

requires add and accumulation unit whereas whitening needs computation of eigen

values and the corresponding eigen vectors of the covariance matrix formed using the

mixed sensory data set [2]. Coordinate Rotation Digital Computer (CORDIC) is the

widely used technique for implementing Eigen Value Decomposition (EVD) in hard-

ware [4] . The main FastICA Iterative steps consists of costly arithmetic operations

involving division, square root evaluation and multiplications. Direct implementation

of these operations increases the hardware complexity and contribute to high power

consumption.

In biomedical, Wireless Sensor Network (WSN) applications FastICA is used to

separate mixed signals. Different applications needed different architecture as num-

ber of inputs are differ based on applications, viz ECG (n=3),EEG(n=128). There

was an attempt in [?], [?] to use the same processing architecture for ECG and EEG.

Multiple ICA engines are required in those cases. So, there is a need for a reconfig-

urable architecture which can dynamically work for different number of signals. So

we proposed an algorithm, based on nD-FICA [?], for Reconfigurable FastICA which

can dynamically works for different number of signals for different cases.

In this chapter the aim is to make an attempt to merge the whitening stage with

the FastICA Iterative step so that the same hardware unit can be reused for both

of these stages. And make it Reconfigurable so that same architecture separate any

number of signals (any n). Since, CORDIC is popularly known technique for imple-

menting EVD, the research goal in this chapter is to explore how, if at all possible,

the concept of co-ordinate rotation can be applied in this context for implementing

the FastICA Iterative step in a generalized sense.In this chapter, firstly the link be-
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tween the CORDIC and FastICA is identified considering the nD case where n 2 and

then Co-ordinate Rotation based low complexity nD FastICA algorithm and archi-

tecture are proposed. Subsequently the hardware complexity analysis is carried out

and necessary functionality validation of the algorithm is provided.

2.1 ND-FastICA

The main objective of FastICA is to find the N-Estimator vectors of length N by

processing N signals. The algorithm to find the estimator vectors is proposed by

Aapo Hyvrinen in [?].

The estimator vector ’w’ can be calculated from Xw by using the following equa-

tion based on [?],

w(:, i)p+1 =
(
Xw ×

((
XT
w × w(:, i)p

)
.ˆ3
))

/L− 3× w(:, i)p (2.1)

w(:, i) = w(:, i)/norm (w(:, i)) (2.2)

Where w is Estimator matrix of order [N × N ] and Xw is Whitened Matrix of

order [n× L] i.e. Whitening matrix has N- Whitened signals of each frame length is

L. And i = 1, 2, . . . , N .

We can write the 2.1 as follows,



wp+1
1,i

wp+1
2,i

...

wp+1
N,i


=



E[z1,j{z1,jwp1,i + z2,jw
p
2,i + . . .+ zN,jw

p
N,i}3]

E[z2,j{z1,jwp1,i + z2,jw
p
2,i + . . .+ zN,jw

p
N,i}3]

...

E[zN,j{z1,jwp1,i + z2,jw
p
2,i + . . .+ zN,jw

p
N,i}3]


− 3×



wp1,i

wp2,i
...

wpN,i


(2.3)
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Where j = 1, 2, . . . , L.

Now we can write 2.10 as follows,



wp+1
1,i

wp+1
2,i

...

wp+1
N,i


=



E[z1,j{GND}3]

E[z2,j{GND}3]
...

E[zN,j{GND}3]


− 3×



wp1,i

wp2,i
...

wpN,i


(2.4)

Where GND is column vector of length L. So

GND(j) = z1,jw
p
1,i + z2,jw

p
2,i + . . .+ zN,jw

p
N,i (2.5)

For j = 1, 2, . . . , L. And from the 2.2 we can write it as,

wi,k =
wi,k√

w2
1,k + w2

2,k + . . .+ w2
N,k

(2.6)

For k = 1, 2, . . . , N . So our challenge is to design an architecture which is reconfig-

urable so that for different values of N and L it can solve the equations 2.5 and 2.6.

But in [?] Amit Acharyya et. al had proposed a static architecture based on CORDIC

which is fixed for a chip, So we can not use it for reconfigurable applications. Hence

we are proposing ND-FastICA based on CORDIC which is reconfigurable so that we

can use it in our ND-SCICA problem. So from [?] we can write the equations 2.5

using CORDIC as follows,

GND(j) = RotN−1x (zN,j, Rot
N−2
x (zN−1,j, . . . , Rot

1
x(z2,j, z1,j, θ1, ) . . . , θN−2), θN−1)

(2.7)
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Here j = 1, 2, . . . , L where

θ1 = V ec1θ(w2,i, w1,i)

θr = V ecrθ(wr+1,i, V ec
r−1
x (wr,i, V ec

r−2
x (wr−1,i, . . . , V ec

1
x(w2,i, w1,i)))) (2.8)

Here r = 2, 3, . . . , N − 1 and For i = 1, 2, . . . , N .

Similarly we can calculate 2.6 using cordic as follows,

w1,k = RotN−1x (0, RotN−2x (0, . . . , Rot1x(0, 1, θN−1), . . . , θ2), θ1)

wm,k = RotN−m+1
y (0, RotN−mx (0, . . . , Rot1x(0, 1, θN−1), . . . , θ2), θ1) (2.9)

Here m = 2, 3, . . . , N . And for θ terms we can get from 2.8.

From 2.7, 2.8 and 2.9 we can observe that to get the ith estimate vector w{:, i}

we have to follow these steps:

Step-1. Take N random values for the vector w(:, i).

Step-2. Find the N − 1 θ terms for the vector taken in step-1 (for first iteration) or

from the step-6 (for second iteration onwards). i.e. we have to use VectorMode

Cordic for N − 1 times.

Step-3. Find the Normalized vector w(:, i) by using θ terms from step-2. i.e we have

to use RotationMode Cordic for N − 1 times.

Step-4. Find the vector GND by using whitened matrix Xw of order [N ×L] and the

θ terms from step-2. i.e we have to use RotationMode for N − 1× L.

Step-5. We have to use equation 2.11 using GND vector from step-4 and w(:, i) from

step-3. Thus we will get maximum Kurtosis stimator vector w(:, i).
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Step-6. We have to check the estimator vector w(:, i) in step-6 with the vector used

in previous iteration. If both are in same direction, i.e. angle between them is

zero, otherwise goto step-2.

2.2 Architecture Mapping with CORDIC

The main processing steps of the FastICA algorithm are Iteration, Normalization and

Estimation. In the subsequent sections, how CORDIC can be mapped to compute

above steps is discussed, considering the case of n=4.

2.2.1 Iteration

Iteration is first step of processing and can be expressed as

We can write the 2.1 as follows,



wp+1
1,i

wp+1
2,i

wp+1
3,i

wp+1
4,i


=



E[z1,j{z1,jwp1,i + z2,jw
p
2,i + z3,jw

p
3,i + z4,jw

p
4,i}3]

E[z2,j{z1,jwp1,i + z2,jw
p
2,i + z3,jw

p
3,i + z4,jw

p
4,i}3]

E[z3,j{z1,jwp1,i + z2,jw
p
2,i + z3,jw

p
3,i + z4,jw

p
4,i}3]

E[z4,j{z1,jwp1,i + z2,jw
p
2,i + z3,jw

p
3,i + z4,jw

p
4,i}3]


− 3×



wp1,i

wp2,i

wp3,i

wp4,i


(2.10)

Where j = 1, 2, . . . , L.

Now we can write 2.10 as follows,



wp+1
1,i

wp+1
2,i

wp+1
3,i

wp+1
4,i


=



E[z1,j{G4D}3]

E[z2,j{G4D}3]

E[z3,j{G4D}3]

E[z4,j{G4D}3]


− 3×



wp1,i

wp2,i

wp3,i

wp4,i


(2.11)

where
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G4D = Rotx(z4,j, R
3D
x,j , V ecθ(w

p
1,4, V

3D
x )) = R4D

x,j

G3D = Rotx(z3,j, R
2D
x,j , V ecθ(w

p
1,3, V

2D
x )) = R3D

x,j

R2D
x,j = Rotx(z2,j, z1,j, V ecθ(w

p
1,2, w

p
1,1))

V 4D
x = V ecx(w

p
1,4, V

3D
x )

V 4D
θ = V ecθ(w

p
1,4, V

3D
x )

V 3D
x = V ecx(w

p
1,3, V

2D
x )

V 3D
θ = V ecθ(w

p
1,3, V

2D
x )

V 2D
x = V ecx(w

p
1,1, w

p
1,2)

V 2D
θ = V ecθ(w

p
1,1, w

p
1,2) (2.12)

Architecture of the CORDIC based Iteration step can be represented as shown in

figure 2.1

Modifying this architecture by keeping demultiplexers at outputs and proper con-

trol signals, this can architecture can be extended to work for any dimension (any n).

Modified architecture for Iteration step is as shown in figure 2.2

2.2.2 Normalization

After every Iteration step, Normalization has to be done on every vector. This sec-

tion describe how Normalization has been implemented using CORDIC. Similar to

Iteration stage Normalization stage requires (n-1) CORDIC stages to implement n

dimensional Normalization. Figure 2.3 represents the architecture for 4D FastICA

Normalization stage

Modifying this architecture by keeping demultiplexers at outputs and proper con-

trol signals, this can architecture can be extended to work for any dimension (any n).

Modified architecture for Normalization step is as shown in figure 2.4
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2.2.3 Estimation

Estimation is done after the convergence of all the vectors and is the final step of

the FastICA algorithm. It will multiply final Unmixing matrix with whitened inputs,

which results in separated signals. Architectural implantation of Estimation is similar

to Iteration stage with the exception that in Estimation step inputs are Normalized

vectors.Figure 2.3 represents the architecture for 4D FastICA Estimation stage

Modifying this architecture by keeping demultiplexers at outputs and proper con-

trol signals, this can architecture can be extended to work for any dimension (any n).

Modified architecture for Normalization step is as shown in figure 2.6

2.2.4 Complete Multiplexed Architecture

All the above steps implemented sequentially. So, we can use single CORDIC block

to implement all these architectures by using proper multiplexers and demultiplexers

at inputs and outputs respectively.

Figure 2.7 shows the multiplexed architecture of CORDIC based Reconfigurable

ND-FastICA architecture.

From above steps, we can conclude that, for a single iteration we have to use total

(N − 1)× (L+ 1) times RotationMode and (N − 1) times Vectoring mode CORDIC.

2.3 Results

2.3.1 Methodology Validation

To verify the functionality of the proposed methodology, it is coded in Matlab and

verified. Same architecture was coded in VHDL and synthesized in Synopsys Design

Compiler(DC) using 130nm standard cell CMOS technology.

The algorithm was functionally verified by evaluation a set of sinusoidal and audio

12



signals. Figure 2.8 shows the mixed, whitened, scaled whitened and separated signals

using proposed architectures with sinusoidal inputs.

Same architecture can be used for separating any non-gaussian signals. Figure

2.9 shows the mixed, whitened, scaled whitened and separated signals using proposed

architectures with audio inputs.

2.4 Hybrid ICA

Even thought hardware complexity reduced, computational delay increased with

CORDIC based FastICA architecture. IN real time scenario, there is a need of sep-

arating engine which separates signals with minimal computational delay by main-

taining low-complex hardware.

A new methodology has been proposed by combining FastICA with cross product

to increase speed with little area overhead. In FastICA, all independent compo-

nents(IC) are orthogonal to each other and nth stage output is orthogonal to (n-1)

previous ICs. It is well perceived fact that Cross product of (n-1) vectors results in

new vector, that is perpendicular to previous vectors. So, nth IC is determined by

calculating cross product of (n-1) vectors, which can be done in 1 clock cycle. There

by, computational delay is decreased.

2.4.1 CORDIC based Hybrid nD-FICA architecture

In HybridICA architecture, (n-1)D ICA is combined with one stage of Cross product

for nD signal separation. Cross product stage is used after ICA stage. Cross product

output gives the nth dimension unmixing vector. Here, for last vector there is no need

to do all the iterations. Computational time, which originally used for computation of

all Iteration, Normalization stages till convergence is saved by this hybrid implemen-

tation without compromising on functionality. After getting last vector from cross
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product, it is given to estimation stage. Estimation stage will give final separated

signal. Here only one additional stage of Cross product is used. This is the area over-

head of the proposed architecture. This additional area because of cross product is

little compared to overall architecture. By this, we can achieve desired speed without

adding much area overhead. As only one step of cross product is done instead of all

Iteration and Normalization steps, that computational power is also reduced.

Figure 2.7 shows the multiplexed architecture of CORDIC based Reconfigurable

ND-FastICA architecture.

2.4.2 Results

By this, separation of signals is done with optimum use of resources and with in less

computational time. Here, we achieved both low-complexity and low-power and high

speed, which is the main constraint of the today’s biomedical real-time applications.

Figure 2.7 shows the multiplexed architecture of CORDIC based Reconfigurable ND-

FastICA architecture.
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Figure 2.1: CORDIC based Iteration step
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Figure 2.2: CORDIC based Reconfigurable Iteration step
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Figure 2.3: CORDIC based Normalization step
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Figure 2.4: CORDIC based Reconfigurable Normalization step
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Figure 2.5: CORDIC based Estimation step
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Figure 2.6: CORDIC based Reconfigurable Estimation step
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Figure 2.7: CORDIC based Reconfigurable ND-FastICA architecture

Figure 2.8: Separated outputs with Sinusoidal input
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Figure 2.9: Separated outputs with Audio input

Figure 2.10: CORDIC based Hybrid ND-FastICA architecture
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Figure 2.11: Comparative analysis of HybridICA with FastICA
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Chapter 3

Co-ordinate Rotation based

K-Means Clustering

The fundamental concept of cluster analysis is to form groups of similar objects

as a means of distinguishing them from each other [7]. Clustering techniques that

can be applied in any disciplines involving multivariate data, have been successfully

used in diverse fields such as medicine (EEG, Functional MRI, activity recognition),

geography or marketing and can be conveniently deployed with limited resources

(memory and CPU) [7],[8].Hence, using K-Means for real- time cluster analysis in

resource constrained applications such as wireless sensor networks (WSN) for remote

health care monitoring systems where online multimodal data acquisition and analysis

is the key (e.g. cardiovascular disease prognosis), requires an effective implementation

strategy. The fundamental requirement for such applications is a low-power operation

to prolong their battery life owing to their resource constrained nature. Hence, in this

study, we investigate the use of a CORDIC-based low-complexity engine to implement

K-Means clustering algorithm.
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3.1 Preliminaries

3.1.1 K-Means clustering

With a given dataset X = xi, i = 1,...,n to be clustered into a set of k clusters, the K-

Means algorithm iterates to minimize the squared error between the empirical mean

of a cluster and the individual data points, defined as the cost function,

J(θ, u) =
n∑
i=1

k∑
j=1

uij(xi − θj)2 (3.1)

where, θj is the cluster center and uij = 1 if xi lies close to θj, or 0 if otherwise.

Initially k centroids are defined and the data vectors are assigned to a cluster label

depending on how close they are to each centroid. The k centroids are recalculated

from the newly defined clusters and the process of reassignment of each data vector

to each new centroid is repeated. The algorithm iterates over this loop until the data

vectors from the dataset X form clusters and the cost function J is minimized [9].

3.1.2 Coordinate Rotation Digital Computer

CORDIC is an efficient implementation technique for vector rotation and arctangent

computation. Since it can be realized using simple shift and add operations, it is

very effective in terms of low hardware complexity [40]-[43]. CORDIC in general,

can be operated in two modesVectoring and Rotation [43]. In the Vectoring mode,

given the vector coordinates, the magnitude of vector, angle between the initial vector

and the principal coordinate axis is computed and in the rotation mode, given the

angle of rotation and the initial vector, the final vector is computed. In the proposed

methodology, 16 stage CORDIC is used in vectoring mode which takes 16 clock cycles

to complete one vectoring mode operation. Considering the rotation in the clockwise

direction, the basic CORDIC expressions can be expressed as
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xf
yf

 =

 cosθ sinθ

−sinθ cosθ


x0
y0

 (3.2)

where x0, y0 and xf , yf are the initial and final components of the vector and the

angle of rotation is θ. In this paper, we use CORDIC in vectoring mode for our

implementation.

3.2 Proposed Methodology

Fig.1 shows the architecture of the proposed CORDIC based K-Means clustering en-

gine. As can be seen from Fig.1 all the data inputs are stored in a memory unit for

further usage and are transmitted to different blocks via control unit (CU). Memory

unit also serves the purpose of storing intermediate values. The Euclidean distance

is calculated in distance unit (DU) using low complexity CORDIC vectoring module.

The distance from each point to the centroids are sent to a comparator block to iden-

tify the cluster to which it belongs. Once the clustering is done, centroid calculation

block will be activated to compute the new centroids. If these new centroids differ

significantly from the previous iteration values, then clustering will be done one more

time. Otherwise, clustered data will be sent to the output. The CU governs the

data flow among all the modules. The proposed engine utilizes CORDIC to compute

Euclidean distance between two points, which is a metric to compute the clusters and

has been explained through an illustrative example.

In this study, our focus is to propose a methodology for utilizing CORDIC to

compute Euclidean distance between two points, which is a metric to compute the

clusters. In two dimensional signal space, if (x1, x2) , (y1, y2) are two points, the

Eucliean distance between these two points will be

dist2D =
√

(x1 − y1)2 + (x2 − y2)2
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Figure 3.1: Complete architecture of the proposed system.

One square rooter, two square, one adder and two subtraction operations are

involved in this computation. If we give a and b as the x- and y-inputs to the

vectoring mode CORDIC, the x output will be the magnitude of Vector(a, b), which

is
√
a2 + b2 . So, with (x1 − y1) and (x2 − y2) as the x- and y- inputs repectively,

the vectoring mode will give distance between the two points. Architecture of the 2D

distance measurement unit using vectoring mode CORDIC is shown in the Fig. 2(a).

We can extend this methodology to n-dimensional signal space to formulate distance

between two n-dimensional vectors. Considering the case of 3-D signal space (n=3),

distance between these two points (x1, x2, x3), (y1, y2, y3) will be

distance3D =
√

(x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2.

With inputs as (x1−y1) and (x2−y2) to vectoring mode as in 2-dimensional case,

the x-output of vectoring mode CORDIC(vecl1x ) is represented as

distance2D = vecl1x ((x1 − y1), (x2 − y2)).

If we pass this x-output to next CORDIC level as one input, with (x3− y3) as second

input, x-output will be the desired 3-dimesional distance

distance3D = (vecl2x (vecl1x ((x1 − y1), (x2 − y2)), (x3 − y3)).
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Figure 3.2: CORDIC based distance measurement (a)2-D vectoing;(b)3-D
vectoring;(c)3-D multiplexed architecture;(d)n-D multiplexed architecture.

Fig. 2(b) shows the 3D distance measurement unit. Since these two stages are

executed sequentially, same CORDIC unit can be reused only at the expense of two

multiplexers as shown in Fig.2(c). For two n-dimensional vectors (x1, x2, x3, . . . , xn)

and (y1, y2, y3, . . . , yn), the distancenD between them,

distancenD =
√

(x1 − y1)2 + · · ·+ (xn − yn)2

can be calculated using (n-1) CORDIC stages as shown in Fig. 2(d). For calculat-

ing distance between two n-dimensional vectors, the inputs to the vectoring mode

CORDIC block will be as follows.

For 1st level of CORDIC x-input: (x1 − y1)

(vecl1x ) y-input: (x2 − y2)

For pth level of CORDIC x-input: previous level x-output

(veclpx ) y-input:(xp − yp),where p = 2 to n
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Thus, recursively using the fundamental 2D-CORDIC unit we can generalize it for

computing the n-dimensional distance. As the calculations are done sequentially, the

same CORDIC unit can be reused for calculations in two levels, only at the expense of

one 2-input multiplexer and one (n-1) input muliplexer at inputs of CORDIC unit (as

shown in fig. 2(d)). Multiplexers at input and Demultiplexers at output of CORDIC

block has been designed accordingly.

3.3 Results, Analysis and Discussion

3.3.1 Methodology Validation

The proposed architecture was coded in VerilogHDL and synthesized using Synopsys

Design Compiler (DC) using 0.13µm standard cell CMOS technology.

To verify its functional correctness, the algorithm was evaluated on a set of 24

datasets each of 60 samples of kinematic data (collected from a wrist-worn tri-axial

accelerometer measuring human arm movements). The output was validated against

Matlab model of the K-Means algorithm with same initial seed values for both the

cases. The results indicate the similarity in predicting the number of clusters and

the iterations taken by both the approaches. Moreover, we achieve precision up to

8 decimal places using a 16-stage vectoring mode CORDIC with input magnitudes

ranging from 1 to 1015. Fig. 3(a) shows the resulting clustered data from Matlab

inbuilt kmeans function and Fig. 3(b) shows the clustered data output using the

proposed methodology. The comparison of Fig. 3(a) and Fig 3(b) shows that the

proposed methodology produces 100% accuracy, exhibiting a robust system.

3.3.2 Hardware Complexity Analysis

Throughout the hardware complexity analysis, we keep a generalized view of word-

length b and followed the same procedure used in [26] and [39]. Since the distance
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Figure 3.3: 3D plot of the data points clustered using (a) inbuilt kmeans function;
(b) CORDIC based kmeans function.

computation in K-Means Clustering using CORDIC is an iterative procedure, we

consider only one single iteration because the same hardware can be reused for the

next iterations as well as for successive stages of CORDIC in Vectoring Mode for

dimensions higher than 2.

Computation of distance between 2 n-dimensional points (x1, x2, x3, . . . , xn) and

(y1, y2, y3, . . . , yn) using the conventional method, i.e.
√

(x1 − y1)2 + · · ·+ (xn − yn)2

requires n squaring operations,(n−1) addition operations and 1 square-root operation.

Since this distance is only used for comparison, the absolute value of the distance is not

required and hence, square rooting operation can be omitted without compromising

on accuracy. To provide a comparison on a uniform platform, we consider only

Ripple Carry Adder (RCA) and Conventional Array Multiplier (CAM) as the means

of implementing the arithmetic operations.

One b−bit RCA requires b full adders (FA) (in a simplified view) [39], and b X b

CAM requires b∗ (b−2) FA plus b half adders (HA) and b2 AND gates [39]. Similarly,
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Table 3.1: COMPARISONS OF THE PROPOSED ARCHITECTURE WITH
OTHER REPORTED ARCHITECTURE

TMC 11[16] ETCAS 11[17] TCAS 13[18] Proposed

Technology TSMC 90nm TSMC 90nm TSMC 90nm TSMC 130nm

Clock Frequency 500MHz 625MHz 400MHz 100MHz

Area 0.67mm2 0.14mm2 - 0.36mm2

Normalized Area* 0.67mm2 0.14mm2 - 0.1725mm2

Power 209mW 12.1mW 6.02mW 9.21mW

Normalized Power* 209mW 12.1mW 6.02mW 4.6mW

Vector Dimension 1-5 1-4 1-16 2-6

Maximum Data 220 220 216 222

* Normalized to 90nm from 130nm, 180nm, and the normalization factor is
(90/180)2, (90/130)2 for 90nm and 130nm respectively.

one b-bit SQRT needs 0.125 ∗ (b+6)b FA and XOR gates [72]. In addition, considering

one FA cell requires 24 transistors, one HA cell, and one two input XOR gate consist

of 12 transistors and a two input AND gate consists of six transistors [39], we can

calculate TCA = 24b, TCM = 6b(5b−6), where TC* are the transistor counts for RCA

and CAM respectively. Following the same procedure used in [26], savings in terms of

arithmetic operations for distance computation in different dimensions without using

CORDIC are computed. For n-dimensional distance computation, (n − 1) RCAs

and n CAMs are required. The transistors used here will not be required when the

proposed CORDIC based engine is used for K-Means clustering, since we are reusing

the CORDIC unit. Therefore, the total Transistor Count (TC) computed here will

be the Transistor Saving (TS), given by:

TSnD = nTCM + (n− 1)TCA

Expressing TSnD in terms of total number of transistors saved and normalizing with

respect to b, a metric Transistor Saving per Word-length (TSPW) can be computed

following the approach presented in [68]. Being the function of b and n, the Figs. 4

and 5 show that the increase in TSPW for the proposed CORDIC based K-Means

Clustering methodology is significantly higher than the conventional design for two
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dimensional to six dimensional ((184.5 ∗ b − 69)TSPW ) points, for different word

lengths (4 <= b <= 32).

Figure 3.4: Variation of Transistor saving per word-length of the proposed algorithm
with word-length and dimension.

Figure 3.5: Comparative variation of Transistor Saving Per Word-length (TSPW) of
the proposed algorithm word-length for 2D to 6D.

3.3.3 Error Analysis

Accuracy is determined by comparing outputs from proposed methodology with Mat-

lab inbuilt ’kmeans’ function. In the proposed technique CORDIC is used for calcu-

lating the Euclidean distance. The accuracy depends on the input dimension (dim)
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and the number of micro-rotations, which is equal to number of stages(n) of CORDIC.

A set of 1000 randomly generated signals are taken as input and Mean Absolute Per-

centage Error(MAPE) was calculated with various stages of CORDIC for different

input dimensions. Fig.6 shows the variation of MAPE for the proposed architec-

ture with dimensions ranging from 2D to 6D, with different CORDIC stages n=8,

12, 16 and 20, and with word length b=4, 8, 16 and 32. MAPE is of the order

of 10−2 with number of CORDIC stages(n) as 8 for a given dimension while with

n=16, MAPE decreases to the order of 104. From Fig.6 it is evident that as number

of CORDIC stages increase, MAPE decreases due to the increase in resolution of

CORDIC. Furthermore, for a fixed number of stages of CORDIC, MAPE increases

with the dimensionality of the input because subsequent dimensions are passed on

to CORDIC in a cascaded fashion. In addition, from Fig.6 it is observed that for a

given dimension and number of CORDIC stages, MAPE does not change significantly

with the word length b. Moreover, this (MAPE) is the error in Euclidean distance

which is used to cluster data points points separated by higher order distance. The

final output is the co-ordinate of the cluster centroids and not the Euclidean distance

itself, thereby ensuring a robust output.

3.3.4 Analysis of computational time

In the proposed architecture 16 stage CORDIC is being used. So, vectoring stage

takes 16 clock cycles to compute single 2 dimensional Euclidean distance. However,

all CORDIC stages are sequential and at any instant of time only one of these 16 stages

works on the particular data point. So, 16 different data points can be processed in

16 stages of CORDIC at any clock cycle, thereby achieving 100% throughput with

the latency of 16 clock cycles.

For each cluster (K), distances from every cluster centroid to every data point has

to be measured. And to calculate n dimensional distance, (n− 1) stages of CORDIC
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Figure 3.6: Variation of Average Percentage error of the proposed algorithm with
number of CORDIC stages, dimension and wordlength .

are needed. So, each iteration takes k ∗ num ∗ (dim − 1) + 16 clock cycles, where

num is number of data points, dim is dimensionality of data and k is number of

clusters. Each iteration is having 16 clock cycles of latency as we are using 16 stage

CORDIC. The variation of required number of clock cycles with varying dimensions

and number of clusters for a dataset having 64 points is shown in Fig.7. For clustering

64 datapoints into 3 clusters, a 16 stage CORDIC distance measuring unit takes 400

clock cycles. Proposed architecture at 100MHz operating frequency will take 4us

to complete single iteration step. Here, number of iterations depend on initial seeds

and distribution of data. Considering worst case scenario of 1000 iterations, total

K-Means architecture takes less than 1ms to complete. So, we can clearly say that

proposed design can achieve real-time standards.

3.3.5 Comparison with other Architectures

The proposed architecture is synthesized by Synopsys Design Compiler (DC) and the

place an route was performed using IC Compiler (ICC) using 0.13µm standard cell

CMOS technology. The core area and power consumption of the proposed engine
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Figure 3.7: Variation of required Number of clock cycles for each iteration with
number of clusters and dimension of input.

are 0.61mm2 and 9.21mW at 100-MHz frequency for VDD = 1.2 V. The engine

consumes 62% less power with a comparable area consumption w.r.t. state-of-the art

architecture for ASIC implementation in [17](The power reported is from backend

simulation using SoC Encounter).

A comparison of the area requirement and power consumption of the proposed

engine with state-of-the-art architectures have been highlighted in Table I. Since

different architectures use different technologies, it is unfair to compare them on a one-

to-one basis. So, area and power values are normalized to same technology node [?].

These results are provided to give an insight about the performance of the proposed-

methodology-based architecture. The proposed CORDIC based clustering engine

compares favorably in terms of area with respect to the other reported architectures as

illustrated in Table I. It is to be noted that due to the unavailability of an appropriate

memory module in our standard cell library, the architecture is implemented using

registers. We believe that the use of appropriate memory will significantly reduce the

area and power consumption.
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Chapter 4

Estimation of Unique Activities

using Unsupervised Learning

The primary motivation of this work was to detect the number of these distinct

arm movements in an out-of-laboratory condition (i.e. real world) using minimal

number of sensors, as opposed to detecting gross static or dynamic activities and

postures like standing, sitting, running, cycling, brushing teeth [28]-[31], etc. The

detection and enumeration of the number of different categories of arm movements

(e.g. prescribed exercises) during daily activities, could over time provide a measure

of arm rehabilitation progress in remote health monitoring applications, especially in

neurodegenerative pathologies such as stroke or cerebral palsy. We employ an unsu-

pervised clustering technique using k -means which can infer on the unique category

of movements performed with paretic arm in a daily life scenario by analyzing the

wrist-worn inertial sensor data. The number of distinct clusters over a longitudinal

period could qualify as an impaired arm usage and an improvement of the underlying

motor functionality. This is due to the fact that in the initial phase of rehabilitation,

the kinematic signals pertaining to the different arm movements performed by the

patients will have overlapping or inconsistent patterns reflecting the high degree of
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variability inherent in their movement. However, as the patient improves each unique

category of movement will exhibit a particular characteristic leading to the formation

of unique clusters in a multi-dimensional feature space.

One of the most significant facts often overlooked in relevant state-of-the-art lit-

erature is the absence of requisite computing facilities available at the disposal of the

patients particularly while monitoring in nomadic settings. A nomadic monitoring

scenario also nullifies the use of a dedicated training session, one of the significant

factors considered for most supervised classification approaches which leads to the

collection of a huge set of data under controlled conditions from each subject for a

personalized evaluation. The envisaged application scenario comprises of the patient

wearing a sensor device throughout a monitoring duration and performing daily ac-

tivities. The data generated by the body-worn sensors worn by the patients during

daily life monitoring can be thus processed within the sensor node itself to infer the

unique category of movements performed by a patient over the monitoring duration.

This in a true sense characterizes the concept of daily life monitoring where the

subject need not be enclosed within their home and remain dependent on the avail-

ability of computing facilities at all times. Recognition of unique arm-movements

involves two steps feature extraction and clustering to deduce the unique category of

arm movements. Hence, in this work we propose a unified architecture for comput-

ing relevant time-domain features from the sensor data and formulating clusters on

them. CORDIC based architectures exploring its different transcendental functions

to compute complex arithmetic operations [32]-[37] have been used widely for various

low-power biomedical and computationally intensive signal processing applications.

An efficient way for feature extraction using a low-complexity CORDIC-based engine

was proposed in [35]. In this work, we propose a low-complex methodology to do un-

supervised clustering reusing CORDIC. A further reduction of hardware is achieved

by reusing the CORDIC engine for clustering as feature calculation and the clustering
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steps are done serially.

4.1 Background

Activity recognition of gross movements and postures using inertial sensors involves

the primary steps of feature extraction, feature selection and classification [28],[29],[30],[38],[39].

Different machine learning techniques have been used for movement recognition, e.g.

Support Vector Machines (SVM) [40]-[41], Decision Trees (DT) [38], [39], [42], k-

Nearest Neighbor [42], Naive Bayes (NB) [39], [42], Multi-Layer Perceptron (MLP)

[43], Artificial Neural Networks (ANN) [38], Hidden Markov Models (HMM) [44], or

a combination of these techniques [24]. Instance-based classification algorithms have

also been used successfully, but they suffer from high memory usage and long pro-

cessing times [45]. A stochastic approximation framework for intensity-independent

activity recognition was employed in [46]. A combination of HMMs and Gaussian

mixture models on waist-mounted accelerometer data was used for classification in

[47].

The accuracy of any movement recognition technique is dependent on the system

components and requirements, covering areas such as: type of activities, number

of activities, type of sensors, number of sensors, placement of sensors [43], level of

data fusion [84], and most importantly the recognition methodology adopted. A few

studies have included sensors on different parts of the body and on accessories such

as belt, shirt pocket, etc., besides using multi-modal sensor devices (accelerometer,

microphone, phototransistor, barometer, etc.) to recognize a wide array of activities.

On the other hand, a few studies have targeted using minimal number of sensors

(e.g. single tri-axial accelerometer on smart phones) to make the system less invasive

for daily life monitoring. Recognition strategies generally employ supervised learning

which requires a subject specific training [48] and follow any of the three themes.
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Firstly, using only data collected under controlled conditions (e.g. in the laboratory)

for training as well as testing [38]. Secondly, using both controlled and un-controlled

data (e.g. out-of-laboratory) for both training and testing [29], [48] and finally, using

controlled data for training and only un-controlled data for testing [29], [48].

Unsupervised learning techniques used for activity recognition [57] are Neural

networks [58], Web mining [59], [60], [61], suffix-trees [62], Jeffrey divergence [63].

Clustering has also been a popular unsupervised technique in the domain of activity

recognition. Fuzzy clustering has been used to classify data in [64] for different

applications but they use multi- camera system instead of inertial sensors. To the

best of our knowledge, very little has been reported in terms of recognizing fine

grain activities e.g., upper limb movement in out-of-laboratory settings, which is an

important aspect for assessing rehabilitation of impaired limb functionality such as in

stroke. Gesture recognition has however been prevalent in the research community,

aimed at monitoring specific hand gestures for human-computer interaction or the

monitoring of dietary intake for nutrition monitoring applications. Sensors have been

placed on the objects being manipulated [49] or embedded in special gloves [50].

Tool-based workshop activities such as sawing, hammering etc. were recognized in

[51] using an intensity-analysis on the signals from two microphones depending on

the sound associated with a particular hand tool. Gaussian HMMs were successfully

used for modeling the gestures which were detected with an overall accuracy of 84%.

Gestures involved in human feeding motion have been looked in [52] using a two-

fold approach - first detecting object-interaction gestures and second, focusing on

dietary intake gestures. HMMs were used to model the spatial temporal variations

using five inertial sensors, recognizing sporadically occurring gestures from continuous

data stream with 70-80% precision. An attempt to classify 10 arm activities as part

of assembly-line workers in a car production environment were made in [53] using

meta-classifier that fuses information of classifiers operating on 19 individual sensor
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nodes distributed over the two arms. Here, HMMs were used to handle temporal

variations in gestures, along with the naive Bayes classifier to achieve recognition up

to 80% using data from a single inertial sensor node. Accelerometer based gesture

recognition using Continuous Time Recurrent Neural Networks (CTRNN) has been

performed in [54]. This method has the advantage of operating on the raw data

directly rather than using features as used in other classification methods. Eight

gestures such as sitting, standing, reading books, opening drawers, etc., performed

in a unconstrained environment were classified with 64% accuracy. An SVM based

gesture recognition using objects attached with sensors to recognize drinking, phone

use and writing activities was introduced in [55], which achieved a performance of

72%, 84% and 80% respectively for each activity.

A recent study in [56] have used k-means clustering for arm movement recogni-

tion. However, this study incorporates a supervised scenario where a large training

database for each subject is first collected to form the clusters. Hence this does not

suffice the application scenario where unsupervised recognition of movements using

inertial sensors is the key. In view of this we intend to use the k -means algorithm

to infer the distinct types of arm movement using wrist-worn inertial sensors with

an aim of developing a low-power framework for resource constrained environment of

a 200 WSN node [67] in remote monitoring systems. We demonstrate here a com-

pletely personalized approach accommodating di?erent levels of impairment and/or

rehabilitation status.

4.2 Experimental Protocol

In this investigation, experiments were performed at the University of Southampton

(UoS) with four healthy subjects (age range 24 to 40, male, all right arm dominant)

and at the Brandenburg Klinik (BBK) with four stroke impaired patients (age range
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45 to 73, both sexes, both left and right arm dominant). Experiments were performed

within a kitchen attached to the laboratory at UoS and within a treatment centre

at BBK under the supervision of the expert physiotherapist members of the research

team, using the same set of equipment. An archetypal activity-list (cf. Table 1)

emulating the process of ‘making-cup-of-tea-coffee’, was designed. It is a common

activity performed in daily life, having repeated occurrences of elementary types of

arm movement (actions) [23]. In consultation with the clinicians we looked into three

elementary types of arm movements:

• Action A − Reach and retrieve an object (extension and flexion of the forearm).

• Action B − Lift cup to mouth (rotation of the forearm about the elbow).

• Action C − Perform pouring or (un)locking action (rotation of the wrist about

long axis of forearm).

In principle, these elementary movements constitute a significant proportion of

the complex movements performed with the upper limb in daily life and also re-

semble three of the tasks in the standard Wolf Motor Function Test (WMFT); an

established clinical assessment method for quantifying upper extremity motor ability

[68]-[70]. There were more number of trials for Action A since it is a generic movement

performed more frequently in our daily lives.

The activity list in our experiment protocol comprises 20 individual activities

including 10 occurrences of Action A, and 5 each of Action B and Action C. There were

no restrictions on the various physical factors of the experiment such as the seating

position or standing position with respect to the kitchen surface or the time required

to complete the actions. The experiment was unconstrained in this manner to ensure

a wider range of variability in the data paving the way for a robust arm movement

recognition system which will produce acceptable levels of accuracy in a real world

application. Healthy participants were requested to perform four repetitions of the
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Activity Action

1 Fetch cup from desk A

2 Place cup on kitchen surface A

3 Fetch kettle A

4 Pour out extra water from kettle C

5 Put kettle onto charging point A

6 Reach out for the power switch on the wall A

7 Drink a glass of water while waiting for kettle to boil B

8 Reach out to switch off the kettle A

9 Pour hot water from the kettle in to cup C

10 Fetch milk from the shelf A

11 Pour milk into cup C

12 Put the bottle of milk back on shelf A

13 Fetch cup from kitchen surface A

14 Have a sip and taste the drink B

15 Have another sip while walking back to desk B

16 Unlock drawer C

17 Retrieve biscuits from drawer A

18 Eat a biscuit B

19 Lock drawer C

20 Have a drink B

Table 4.1: Use case activity list - ‘Making-a-cup-of-tea’

activity-list in Table I, at a comfortable speed in a kitchen, with a 10-minute rest

period between repetitions. Similarly, the stroke patients were requested to perform

2 repetitions of the same activity-list. The disparity in the number of trials performed

by healthy subjects and stroke patients was due to the fact that the latter tend to

tire quickly and were asked to perform the tasks only whilst they felt comfortable to

do so.

The activity-list was prepared to facilitate the evaluation of the recognition method-

ology under semi-naturalistic conditions [48], which helps us to verify the results of the

unsupervised methodology used in this approach. In previous studies dense sensing-

based activity monitoring has been used to detect such holistic activities as ‘making

tea or coffee’ by the use of ambient and wearable sensors to detect user-object interac-
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tions within the paradigm of ambient assisted living or smart homes [23]. However, in

this work our focus is on detecting the unique number of arm movements performed

during the archetypal activity of ‘making-cup-of-tea-coffee’. The start and stop time

of the activities were noted down by the researcher observing them as they performed

the designated tasks. The corresponding data collected was segmented using the an-

notations from the researcher and used for the testing phase. Since our focus was

primarily on developing a low-complexity framework for recognizing the occurrence

of these elementary movements, we did not implement an automated segmentation

method.

A Shimmer 9DoF wireless kinematic sensor module comprising mutually orthog-

onal tri-axial accelerometers, rate gyroscopes and magnetometers, was used as the

sensing platform [71]. For our experiments we use only the tri-axial accelerometer

(range ±1.5 g) and exclude the gyroscope and the magnetometer. The gyroscope was

excluded in view of using a minimal number of sensors and minimizing the associated

data processing. Furthermore, gyroscopes also tend to use more electrical power than

accelerometers, limiting the operational lifetime in battery operated WBANs [85].

Magnetometers can be affected by the presence of ferromagnetic materials which are

expected to be present in the home environment [72]. The dorsal side of the forearm

proximal to the wrist on the dominant arm for healthy subjects or impaired arm for

stroke patients was chosen as the sensing position. The dorsal side was in contact

with the XY plane of the sensor with the X-axis pointing towards the hand and the

Z-axis pointing away from the dorsal aspect. Sensor data was collected at a rate of

50 Hz, deemed sufficient for assessing habitual limb movement, which is on the high

side when compared to assessing holistic activity as in [39], [43].
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4.3 Methodology

The overview of the methodology followed for each subject’s data is illustrated in

Figure 1 and the primary steps are described in detail in the following sections.

Figure 4.1: Overview of the methodology which includes feature extraction, cluster
formation and estimation of correct clusters all performed as part of the hardware
design.

4.3.1 Acquisition and Pre-processing

The tri-axial accelerometers located on the wrist transmit data along with a time

stamp to a host computer using the Bluetooth wireless transmission protocol. The

raw sensor data is band-pass filtered with a 3rd order Butterworth filter having cut-off

frequencies of 0.1 Hz and 12 Hz to respectively attenuate the low frequency artefacts

and high frequency noise components introduced in the data due to physical effects

such as drift [39].

4.3.2 Feature Extraction

Typical feature sets for human activity recognition include statistical functions, time

and/or frequency domain features, as well as heuristic features [30]. Each accelerom-

eter data stream (x, y and z) exhibit signal patterns that are distinctive for each of

the arm movements, which is characterized by a set of features extracted from the

signals [39]. In this investigation, we consider 8 time-domain features which are listed

in Table 2.

Although the last two features are usually associated with defining the shape of a
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No Features Description

1 standard deviation measure of the variability from the mean of the

signal

2 root mean square measure of the signal energy normalized by the

number of samples

3 information entropy measure of the randomness of a signal [177]

4 jerk metric rms value of the derivative of the data norm-

alized with respect to the maximum value of

the integral [5]

5 absolute difference absolute difference between the maximum and

the minimum value of a signal

6 index of dispersion ratio of variance to the mean

7 kurtosis measure of the peakedness of a signal assuming

a non-Gaussian distribution in the data

8 skewness measure of the symmetry of the data assuming

a non-Gaussian distribution in the data [178]

Table 4.2: Use case activity list - ‘Making-cup-of-tea-coffee’

probability distribution, they can still be used as classifying features if they routinely

return values that distinguish one pattern of data from another. The jerk metric is

reflective of the movement fluidity associated with assessing motor functionality in

human limb [38]. Hence, we compute 8 one-dimensional features on each individual

accelerometer (acc x, acc y, acc z ) data segment for each movement trial of each sub-

ject. The subsequent process of feature selection and cluster formation is performed

on the sensor specific feature space (comprising of 30 features), represented as:

FS = [f1 x . . . f8 x, f1 y . . . f8 y, f1 z . . . f8 z]

computed on each tri-axial data segment (with suffix x, y or z). Each feature was

computed on data segments of varying lengths representative of the time taken to

complete each movement trial. It illustrates the variations in accelerometer data

during a single example of each action for a healthy and a stroke survivor respectively,

clearly highlighting the difference in movement profiles characterized by 1) longer time
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duration for action completion and 2) the less smoothness of the movement in case

of the stroke survivors. The features are linearly normalized and used for cluster

formation as discussed in section 4.3.

Figure 4.2: Data from a tri-axial accelerometer located on the wrist collected while
performing arm actions A, B and C from a healthy subject (upper) and a stroke
survivor (lower).

4.3.3 Cluster Formation

The fundamental concept of cluster analysis is to form groups of similar objects as a

means of distinguishing them from each other and can be applied in any discipline

involving multivariate data [73]. The k -means algorithm owing to its computational

simplicity is a popular clustering technique applied for a wide variety of applications

[74]. It is a well-perceived fact in the research community that cluster analysis is

primarily used for unsupervised learning where the class labels for the training data

are not available. With a given dataset X = xi, i = 1, . . . , n to be clustered into a set

of k clusters, the k -means algorithm iterates to minimize the squared error between

the empirical mean of a cluster and the individual data points, defined as the cost
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function (J),

J(θ, u) =
n∑
i=1

k∑
j=1

uij(xi − θj)2 (4.1)

where θj is the cluster centre and uij = 1 if xi lies close to θj, or 0 if otherwise [75].

Although k -means is a simple and efficient technique for clustering, it is sensitive to

outliers and its efficiency and number of iterations largely depends on seeds. A bad

choice of initial centroids can have great impact on performance. In some cases, it

may converge to a local minimum. To surmount these issues, k -means is augmented

with a simple seeding technique. Initial centroids have been chosen with probability

proportional to the overall contribution. After defining initial centroids, the data vec-

tors are assigned to a cluster label depending on how close they are to each centroid.

The k centroids are recalculated from the newly defined clusters and the process of

reassignment of each data vector to each new centroid is repeated. The algorithm

iterates over this loop until the data vectors from the dataset X form clusters and the

cost function J is minimized [74]).

4.3.4 Estimation of unique clusters

As mentioned in section I, the estimation of unique clusters on the movement data

could be representative of the unique number of hand movements performed in an

out-of-laboratory environment. The k -means clustering algorithm has been used for

unsupervised scenario for cluster estimation in the underlying data. The algorithm

requires an initial estimate of the number of clusters, hence the algorithm is operated

with a range of initial estimates for k, in which it reasonably lies. In essence, the

algorithm iterates over a range of k value. To determine, the optimal cluster value

an elbow method is applied where by the rate of change in the cost function (double

difference of J) is computed and its maximum value gives the optimal number of
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Figure 4.3: pseudocode of the cluster estimation process

clusters (k). This can be observed visually by plotting variation of J with input k

range. The location of the bend (elbow) in the plot is the indicator of the appropriate

number of clusters [76]. The pseudocode of the cluster estimation process has been

presented in Figure 2.

4.3.5 Algorithm to Architecture mapping

Given the requirements for a low-complexity implementation for WSN platforms, in

this section, we present an effective mapping of the algorithm to its relevant archi-

tecture. As demonstrated in sections 4.2, 4.3 and 4.4, the three significant stages of
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our methodology are: feature extraction, cluster formation and estimation of unique

clusters. These stages involve basic arithmetic operations like addition, subtraction,

multiplication, division, square root and logarithm which can be realized using the

CORDIC algorithm. CORDIC is a well-researched area and several specialized ar-

chitectural implementations [77]-[82] of it have been proposed over the years which

can be utilized for processing algorithms in low-power WSN nodes. The primary

motivation for using the CORDIC algorithm is to explore its different transcendental

functions and compute the complex arithmetic operations reusing the same archi-

tecture which can be implemented at low-cost with basic shift-add operations of the

form a ± b.2−i[77]. Hence, we use CORDIC for the key steps of feature extraction

and cluster formation to achieve an optimized low-complexity implementation. Prior

to looking into these two architectural aspects, we present a brief overview of the

CORDIC fundamentals that have been used for the algorithmic formulation in this

exploration.

CORDIC is an iterative algorithm for computing different transcendental func-

tions using 2D vector rotation by employing the following iterative equation:

xj+1 = xj − µσj.2−j

yj+1 = yj + σj.2
−j.xj (4.2)

zj+1 = zj − σj.αj

where, [xj, yj]
T , zj and σjε {1,−1} are the intermediate result vector, the residual

angle and the direction of vector rotation at the j-th iteration stage respectively;

µε1, 0 being the coordinates of rotation - circular and linear respectively.

Given an input vector [x0, y0]
T , in different coordinate system, CORDIC operates

in two modes viz. rotation (z0 → 0) and vectoring (y0 → 0), for computing a series of
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µ ROTATION MODE (z0 → 0) VECTOTING Y0 → 0

xn = K(x0cos z0 − y0sin z0) xn = K
√
x20 + y20

1 y = K(y0cos z0 + x0sin z0) yn = 0

zn = 0 zn = z0 + tan−1 (y0/x0)

xn = x0 xn = x0
0 yn = y0 + x0z0 yn = 0

zn = 0 zn = z0 + (y0/x0)

Table 4.3: Generalized CORDIC algorithm in two co-ordinate systems

transcendental functions as shown in Table 3. For a detailed survey of CORDIC please

refer to [83]. These forms of the transcendental functions, more specifically, those

generated by the vectoring operation of CORDIC in different coordinate systems could

be adapted for computing the target features and the clustering. For convenience

we use the operators Vecc, and Vecl to represent vectoring operation of CORDIC

in circular and linear coordinate systems respectively. In our formulation, the input

dataset is represented by xdi, where i ε 0, 1, 2 . . . n− 1 and xi is the output of vectoring

CORDIC operation on xd(i−1) data sample. With this convention, the formulation of

the features and cluster formation in terms of CORDIC operation is described below.

Feature Extraction

As mentioned in section 4.2, there are eight time-domain features to be computed

on the on the accelerometer data. A detailed architecture and implementation of

seven of these eight features have already been presented in [35] highlighting the

merits of using the CORDIC algorithm for formulating the features compared to other

implementations. In this design, we re-use the feature extraction engine proposed in

[35] and present the formulation of the feature: jerk metric (not shown in [35]).

The jerk metric (as illustrated in Table 2) characterizes the average rate of change

of acceleration in a movement. It is calculated as the rms value of the derivative of

the acceleration (jerk) normalized by the maximum value of the integral (velocity)
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[43] as shown in (2).

jerkmetric =
rms

[
d(dsi)
dt

]
max[

∫
(dsi)dt]

(4.3)

Since the data samples are equally spaced due to the constant sampling frequency,

the first derivative is computed as the difference of the consecutive data samples using

a subtractor. The integral of the data is computed using trapezoidal integration which

involves the addition of the consecutive data samples and a divide by 2 (implemented

with a one-bit right shift). From (2), it can be deduced that the rms of the first

derivative of the data samples (ḋsi ) can be computed using the operator V ecc, which

is shown in (3).

rms =
1√
n

[
n−1∏
i=0

V ecc[di ḋsi]
T

]
x

(4.4)

The samples ḋsi are fed in the y input of the CORDIC while the x-component

of the output is fed back to the x-component of its input. Therefore, at every clock

cycle as the new data sample dsi arrives, the computed x-component of the CORDIC

is given by:

di = K
√
d2s0 + d2s1 + · · ·+ d2s(i−1) (4.5)

One point to be noted here is that after every complete CORDIC operation the x-

component of the output is scaled with the scale factor K. If uncompensated, feeding

back this result into the x-component of the CORDIC input will result in accumu-

lation of this scale factor corresponding to each dsi and therefore (4) will not hold

true. To avoid this problem, after every complete CORDIC operation (comprising of

N stages) with a set of input data, the scale factor compensation step needs to be in-

voked before feeding this output to the x-input of the CORDIC for the next iteration.

With this scale factor compensation step in place, after n number of operations the
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final result at the x-output of the CORDIC needs to multiplied with 1/
√
n to obtain

the true result of rms. However, since n is a fixed number, the value of 1/
√
n could

be pre-computed and finally multiplied with the CORDIC output using a reduced

complexity fixed-number multiplier or multiplier-less shift-and-add technique.

The jerk metric is finally computed using the CORDIC operator V ecl as shown

in (5). Referring to Table 3, max(
∫
dsi) and rms[ḋsi] are set as the x0 and y0 inputs

to the CORDIC, operating in vectoring mode in the linear coordinate system.

jerkmetric =

[
V ecl[max(

∫
dsi) rms

[
ḋsi

]
]T
]
z

(4.6)

The implementation includes 1 subtractor and CORDIC for computing rms[ḋsi]

and 1 adder for computing (
∫
dsi) by trapezoidal integration. Finally, CORDIC

(V ecl) is used for computing the value of the feature. The computation of the jerk

metric is dependent on the rms of the derivative and maximum of the integral taking

(n+1) cycles. Here, we consider n as 256 data samples, representative of a movement

for approximately 5 seconds (@50 Hz) hence facilitating multiplier-less shift-and-add

operation.

Cluster Formation

The architecture of the proposed CORDIC based k-means clustering engine is shown

in Figure 4. The input data are stored in a memory bank and are transmitted to

different blocks via control unit (CU). The first step of this methodology, calculation

of initial centroids, is done by the seeds calculation unit. The Euclidean distance is

calculated in distance unit (DU) using low-complexity CORDIC vectoring module.

The distance from each point to the centroids are sent to a comparator block to iden-

tify the cluster to which it belongs. Once the clustering is done, centroid calculation

block will be activated to compute the new centroids. If these new centroids differ
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significantly from the previous iteration values, then clustering is repeated else they

are sent to the output. The CU governs the data flow among all the modules. The

proposed engine utilizes CORDIC to compute Euclidean distance between two points,

which is a metric to compute the clusters and has been explained in the following

section.

Figure 4.4: Architecture for the Clustering unit.

Distance calculation using CORDIC

In this section, we present the architecture for computing the Euclidean distance

using CORDIC. The Euclidean distance is used to compute the squared distance

between the vectors xi and the mean of each cluster hj. The distance computation

is performed on the feature vectors computed from the accelerometer data which are

in 3-dimensional space. Two CORDIC stages are required to compute 3-dimensional

distance between two points (x1, x2, x3), (y1, y2, y3):

dxy =
√

(x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2.

With inputs as (x1 − y1), (x2 − y2) to first level of CORDIC vectoring mode (V ecl),

the x-output is represented as vecl1x ((x1 − y1), (x2 − y2)) which is the computation of√
(x1 − y1)2 + (x2 − y2)2 [77]. This x-output when fed to the next CORDIC level as

one input, with (x3 − y3) as the second input, we achieve the desired 3-dimesional

distance (vecl2x (vecl1x ((x1 − y1), (x2 − y2)), (x3 − y3)). The 3D distance measurement
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unit is shown in Figure 5(a), where the two stages are executed sequentially and hence

the same CORDIC unit can be reused only at the expense of two multiplexers (Fig

5b).

Figure 4.5: CORDIC based distance measurement (a) 3-D vectoring unit. (b) 3-D
Multiplexed architecture.

Estimation of unique clusters

In this section the process for estimating the unique number of clusters for a given

range of values for ′k′ has been highlighted. This module is activated after the clus-

tering unit has completed the computation for a particular value of ′k′. A comparator

checks for the value of K to compare with the maximum attainable value Kmax. If

K value is less than Kmax, it is incremented and Clustering unit runs with new K

value. After finding the J values for all the possible K, they are sent to Difference

Unit. Difference Unit finds the double difference of all the J values. Peak detector
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finds K value at which peak obtained. This represents the optimal number of clusters

formed, which is representative of the unique number of movements performed by the

subjects over a trial period. The architecture is designed to reuse one clustering unit

for differing values of K (< Kmax).

Figure 4.6: Complete architecture for Estimating Unique Clusters.

4.4 Results and Analysis

This section presents the results for simulation of the designed hardware architecture

on the data collected during the experiments. A hardware complexity analysis has

also been presented here.
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4.4.1 Synthesis and Verification

The proposed architecture was coded in Verilog HDL and synthesized using Synopsys

Design Compiler (DC) and the place an route was performed using IC Compiler (ICC)

using 130nm standard cell CMOS technology. The synthesized core area and power

consumption of the proposed architecture are 0.61mm2 and 9.21mW at 100MHz

frequency for V DD = 1.2V using 130nm technology. Since the application area we

consider is that of human activity recognition where these time domain features are

generally extracted from kinematic data sampled at very low frequencies (20 ∼ 50Hz)

from body-worn inertial sensors, we synthesize our design at 50Hz.

To verify its functional correctness, the design was evaluated on the dataset col-

lected during the experiments. For the healthy subjects we have a total of 640 datasets

(8 features computed on 80 movement trials - 40 of Action A, 20 of B and 20 of C),

where each dataset was restricted to have 256 samples using an interpolation/ ex-

trapolation. This was done to represent the number of samples on a dyadic scale,

hence any division involving the total number of samples could be implemented using

a reduced complexity shift operation. Similarly, for the stroke survivors we have 320

datasets (8 features computed on 40 movement trials - 20 of Action A, 10 of B and

10 of C) of 256 samples each. The HDL outputs were compared against a Matlab

implementation to check for matching results. As our experiment of making-cup-of-

tea-coffee has 3 elementary actions (cf. Table 1), the desired outcome of the proposed

methodology is 3. It can be observed from the results in Table 4 that the number

of clusters reported for the healthy subjects is 3 whereas for stroke survivors it is

found to be on the higher side i.e. 7, showing the inter-subject variability involved in

performing the same type of movements.

While we expect there to be three unique number of clusters in relation to the

archetypal activity performed, however there are potential reasons which lead to the

detection of higher number of clusters for stroke survisors. Firstly, the movements 6,
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8, 10 and 12 (cf. Table 2) involved reaching out for the switch and the milk bottle

kept sideways and at a different altitude. Furthermore, Action C also involves the

component movements - reaching out for the object, performing a rotation of the

wrist and retrieving back. For survivors 2, 3 and 4 (who were at their early stage

of their rehabilitation as assessed by clinicians), a rotation task was quite difficult

to achieve fully. The kinematic characteristics pertaining to these particular variable

movements have caused the formation of more number of clusters. An illustrative

J vs K plot for one healthy subject and a stroke survivor has been shown in Fig 6,

highlighting the variation of change of slope of J for different values of K (cf. section

4.4). The maximum change of slope occurs for K = 3 (for healthy) and K = 5 (for

stroke) highlights the estimation of unique clusters.

Subject No.
Number of Clusters

Healthy subject Stroke Survivors

1 3 5

2 3 6

3 3 6

4 3 7

Table 4.4: Summary of distinct movement estimated for healthy subjects and stroke
survivors.

4.4.2 Hardware Complexity Analysis

In this section we present a hardware complexity analysis of the proposed cluster

implementation in terms of total Transistor Count (TC). Throughout the hardware

complexity analysis, we keep a generalized view of word-length b and follow the

same procedure used in [81] and [82]. The distance computation in k -means Cluster-

ing using CORDIC is an iterative procedure, and therefore the same hardware can

be reused for the subsequent iterations as well as for successive stages of CORDIC

in Vectoring Mode. Therefore, we consider only one single CORDIC block. Com-

putation of distance between 2 n-dimensional points(x1, x2, x3), (y1, y2, y3) using the
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Figure 4.7: J vs K plot highlighting the optimal number of clusters (K = 3 and 5)
estimated by the double difference of J for each value of K for healthy subject (a,b)
and stroke survivor (c,d) respectively.

conventional method, i.e.
√

(x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2 requires 3 squaring

operations, 2 addition operations and 1 square-root operation. To provide a compari-

son on a uniform platform we consider only Ripple Carry Adder (RCA), Conventional

Array Multiplier (CAM) and non-restoring iterative cellular square rooter (SQRT)

as the means of implementing the arithmetic operations. One bbit RCA requires b

full adders (FA) (in a simplified view) [33] and b * b CAM requires b(b -2) FA plus

b half adders (HA) and b2 AND gates [33]. Similarly, one b-bit SQRT needs 0.125

* (b + 6)b FA and XOR gates [32]. Considering one FA cell requires 24 transistors,

one HA cell and one 2-input XOR gate consist of 12 transistors and a 2-input AND

gates consists of six transistors [33], we can calculate TCA = 24b, TCM = 6b(5b− 6),

TCSQRT = 18(b/2 + 1)(b/2 + 3), where TC∗ are the transistor counts for RCA, CAM

and SQRT respectively.

Following the same procedure used in [81] and [82], savings in terms of arithmetic

operations for distance computation in different dimensions without using CORDIC

are computed. For 3-Dimensional distance computation, 1 SQRT, 3 CAMs and 2

RCAs are required. All the transistors required for these operations are considered

saved since they will not be required when using the proposed CORDIC based ar-
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chitecture as the same CORDIC block used for pre-processing can be reused for this

purpose as well. Therefore, the total Transistor Count (TC) computed here will be

the Transistor Saving (TS), given by: TSD = 3∗TCM +2∗TCA+TCSQRT Expressing

TSD in terms of total number of transistors saved and normalizing with respect to

b, a metric Transistor Saving per Word-length (TSPW) can be computed following

the approach presented in [68]. The figure below shows the variation of TSPW as a

function of b for the proposed architecture over the conventional ones, for different

word lengths (4 <= b <= 32).

Figure 4.8: Variation of Transistor Savings Per Word-length for different Word length
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Chapter 5

Conclusion and Future work

In this paper we introduced coordinate rotation concept into FICA and based on this

concept we proposed a generalized recursive reconfigurable nDFICA algorithm and

architecture using 2DFICA as the fundamental core. The proposed algorithm has

been proved very effective over the conventional one in terms of hardware complexity

achieved by reusing the CORDIC unit in both preprocessing as well as in the FICA

Update step. It has also been shown that further hardware simplification is obtained

because of the recursive nature of the proposed algorithm allowing implementation of

the architecture using 2D. Moreover, to obtain better architectural performance, we

have identified and eliminated some redundant computations and presented further

optimized architectures for the proposed CORDIC based FICA algorithm. To the

best of our knowledge the proposed algorithms and architectures are the first of its

kind in the field of low-complexity design of FICA and have the potential to open

up new application domain of CORDIC. Further, a hybrid architecture has been

proposed by combining FICA with cross product for high speed applications.

We have presented the architecture and implementation of a low-power frame-

work for estimating the unique category (or number) of arm movements performed

in an out-of-laboratory environment. For this investigation, data was collected using
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a wrist-worn tri-axial accelerometers from four healthy subjects and four stroke sur-

vivors as they performed an archetypal activity of making-a-cup-of-tea-coffee in the

kitchen. Our study focusses on the key area of daily life activity monitoring using

only inertial sensors and hence having no information on the type/number of activi-

ties performed (i.e. class labels for verification). Given such a scenario, unsupervised

approach of k -means clustering performed on the kinematic data and subsequent es-

timation of the unique number of clusters would help to infer on the unique category

of movements being performed by a subject under clinical observation. A longitudi-

nal study enumerating the number of unique movements performed over time could

act as a rehabilitation indicator for patients suffering from less fluidic movements in

neurodegenerative diseases. Furthermore, we look into the aspect of a low-complexity

algorithm-to-architecture mapping, which would enable data processing on the sen-

sor node itself, aiding an optimized low-power implementation. Our results show

that the unique number of clusters (or movements) estimated by the algorithm are

in agreement to actual number of movements (Actions A, B and C) for healthy sub-

jects. However, for the stroke survivors, the number of optimal clusters reported

is on the higher side. This is primarily due to the variations inherent within the

movement profiles of the subject population at differing stages of their rehabilitation.

Hence, we believe, as the patient improves over a period of time, the unique num-

ber of movements reported would stabilise or tend towards being constant. This can

be further verified by a clinical intervention. We aim to perform a detailed longitu-

dinal study in the near future observing a set of patients at regular intervals (e.g.

weekly) over a period of time (e.g. for 6 months). In this work we have presented

a proof-of-concept implementation of the k -means clustering algorithm and double

differentiation method to estimate the optimal number of clusters and our results

demonstrate - 1) difference in the movements of healthy and stroke survivors and

2) low-power implementation (0.5mW of dynamic power@ 50Hz) which can be used
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within a sensor node.

In FICA, for orthogonalization step, multipliers has been used extensively. An

optimized architecture can be proposed by using existing CORDIC for Gram-Schmidt

orthogonalization. FICA computational time depends on initial random vectors for

some extent. There is a scope to find a way to choose initial random values, so that

FICA will converge with in less iterations. There by processing delay can be further

decreased. FICA can separate mixed signals which has at most one Gaussian signal.

This algorithm can be improved by using different cost-function (with additional

constraints). K-Means can be make reconfigurable so that same core engine works

for different K values in unsupervised case.
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