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Abstract

Today's cellular networks are governed by fixed spectrum allocation policy. This allocation is done by spectrum auctioning. The different GSM operators own mutually exclusive spectrum which means one operator can’t use other operator’s spectrum. This results into an in-efficient use of spectrum which is proved by several measurement studies conducted in different parts of the world.

We addresses the problem of inefficient spectrum utilization in GSM using dynamic spectrum sharing (DSS) between mobile network operators. GSM is used as a case study because it is expected to sustain for 15-20 years in India and other developing countries. The proposed spectrum sharing scheme is evaluated under the different traffic conditions for base stations (BSs). The results for the proposed scheme shows significant improvement in spectrum utilization with reduced call blocking probability. The different DSS schemes are presented for two and three BS co-ordination. New element called as ”Spectrum sharing co-ordinator (SSC)” is introduced in system architecture to carry out all spectrum sharing related activities.

Here, we considered SSC is having knowledge of radio resources of all the BSs involved in co-ordination. But, when it is not known, in that case, we need to implement spectrum sensing to identify free resources of BSs. So, we worked on several spectrum sensing techniques also. Energy detection is the simplest and least complex technique, but it requires knowledge of noise power. So, we studied blind spectrum sensing techniques which does not require knowledge of signal to be transmitted and noise. These techniques are dependent on sample covariance matrix of received signal. Test statistics are maximum to minimum eigenvalue (MME) ratio and energy to minimum eigenvalue (EME) ratio. These techniques has very high computational complexity. So, we reduced complexity using upper and lower bounds on eigenvalues and using minimum mean square estimation (MMSE) technique.
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Chapter 1

Introduction

Several measurement studies have proved that spectrum resources are not efficiently utilized [1, 2]. Spectrum occupancy measurements conducted in Mumbai [3] and in South India [4] showed very less spectrum utilization in India. When we observe the spectrum over time period in a particular area, there exists “Spectrum holes”. This means that there are many spectrum opportunities that needs to be exploited. The in-efficient use of spectrum is a result of fixed spectrum allocation (FSA) schemes. This is because that the network providers are issued with spectrum licenses for spectrum chunks in an exclusive manner. Therefore, even if one network provider is with free resources at a particular time, other operator is not allowed to use that spectrum.

In order to satisfy increasing service demands with limited number of resources, dynamic spectrum sharing [5, 6, 7, 8, 9] provides a solution to the problem of spectrum under-utilization. Many DSS schemes deal in selling of spectrum licenses for short duration to secondary services which is done generally by primary service or spectrum broker/ server. Spectrum broker pools unused spectrum from MNOs and sells this spectrum on demand basis. Our proposed scheme does not deal with selling of spectrum licenses, but uses other operator’s free resources based on own users requirement.

The dynamic spectrum access and spectrum sharing techniques are discussed in [10, 11] for cognitive radio wireless networks. Inter-operator spectrum sharing for UMTS is presented in [12] [13] and the results in [12] showed spectrum efficiency gain of 4% in case when both UMTS operators having same call arrival rates. Different inter-operator resource sharing techniques for 4G LTE cellular networks are discussed in detail in [14]. However, to the best of our knowledge, such a study has not been done in the case of GSM.

We present the simulation results for spectrum sharing between two and three GSM operators. The study shows significant improvement in spectrum utilization, spectrum efficiency gain and call blocking probability. These results are obtained under different traffic conditions for GSM base stations. The base stations of different network providers assumed to be co-located and assumed to be with same coverage area. The results obtained give us an idea on the traffic conditions under which spectrum sharing is beneficial. This allows for smart usage of spectrum according to instantaneous observed traffic.
1.1 Motivation

Cognitive radio is an emerged technology which can improve spectrum utilization by allowing secondary unlicensed users to access primary licensed user’s unutilized spectrum. The different spectrum sensing techniques are developed for finding spectrum holes. With the use of this technology, secondary users can use free portion of licensed spectrum without paying anything to licensed user. This is the reason why licensed user will not agree on such use of his spectrum by secondary user.

We present dynamic spectrum sharing scheme between licensed GSM operators rather than allowing secondary users to use free of cost. This will generate an extra revenue for an operator based on the use of his spectrum by other operators. The spectrum usage for GSM operators can be tracked by SSC. Based on tracking done, settlement can be done between GSM operators involved in co-ordination. GSM operators can get economical benefit just by giving its free resources. This fact will attract operators for an implementation of proposed scheme.
1.2 Outline of the thesis

In the present work, we provide a solution to the problem of in-efficient spectrum utilization by sharing spectrum dynamically between MNOs in a particular area under certain traffic conditions. A brief introduction and a extensive literature survey on the problem considered is discussed in Chapter 1.

In Chapter 2, we present newly proposed system architecture for co-ordination between two base stations corresponding to different GSM operators which are co-located. The different DSS schemes with flow graphs are also discussed in this chapter.

Chapter 3 gives simulation results for two and three BS co-ordination by considering all possible traffic conditions. ROC plot for two GSM operators is also given in this chapter.

Spectrum sensing technique based on the eigenvalues of sample covariance matrix with low computational complexity is developed in Chapter 4.

Finally, conclusions and future work is given in Chapter 5.
Chapter 2

System Architecture and Dynamic Spectrum Sharing Schemes

2.1 System Architecture

The system architecture consisting of two GSM operators (OP1 and OP2) with spectrum sharing co-ordinator (SSC) is shown in Fig. 2.1. Both the GSM base stations are connected to the respective mobile switching centres (MSCs) through common SSC.

Figure 2.1: Two GSM operators with spectrum sharing co-ordinator.
BS considered here is combination of base transceiver station (BTS) and base station controller (BSC). BTS is an equipment at tower site and BSC is remote device which manages radio resources for BTS. The SSC carries out all the spectrum sharing activities namely user migration between two networks and carrier allocation.

We assume that both the BS are co-located. This is a valid assumption as in many cases the BS locations corresponding to different GSM operators are on same building or tower. These BSs operate at different absolute radio frequency channel numbers (ARFCNs) but with same coverage area. If BTSs are not co-located, then they will having different coverage area. So, we need to consider this in sharing algorithm. It will add complexity and additionally call setup delay; and will be considered in a future study.

The call arrival process is generally modeled as poisson process [15] and call duration parameter can be modeled as exponential, lognormal or Erlang-k distribution [16]. We have assumed that call duration is exponentially distributed.

2.2 Call Setup Analysis

The call establishment procedure involves many steps and these steps are different for shared and non-shared mode. The identified three cases are as follows.

2.2.1 FSA or Non-shared mode

This case refers to standard one as there is no sharing. Users are allowed to camp on their home networks only. In this case, call setup steps include Radio Resource (RR) connection, authentication, alerting, connect, connect acknowledge, etc. The extra signaling messages are not needed through SSC. This is the traditional call setup procedure and is used to compare with non-shared BS mode.

2.2.2 DSA mode with shared BS

In this case, same BS is used to run ARFCN’s for both the GSM operators. This case also requires almost same call setup procedure as of non-shared mode. The only difference is with channel allocation procedure i.e. user first tried to accommodate on own ARFCN and then on other. This mode gives same performance results as DSA mode with non-shared BS but with different call setup delays due to the absence of SSC.

2.2.3 DSA mode with non-shared BS

The BSs are not same but they are co-located. The extra signaling messages are needed for re-association if users are not getting accommodated on home network/own operator. This signaling takes place through SSC between two BS and involves an additional call setup delay compared to non-shared mode.
2.3 Dynamic Spectrum Sharing between two GSM Operators

There are different types of spectrum sharing approaches as discussed in [6], [9]. According to the proposed system architecture, there are mainly two approaches i.e. centralized [17], [18] and distributed [19], [20]. The centralized approach controls the allocation of spectrum among the operators with help of spectrum broker. On the other hand, in distributed case, the transmitter chooses channel from available channels with the transmission power. In this paper, we concentrate on centralized sharing between two GSM operators by introducing the entity SSC. Observe that the operators may have coinciding peak hour periods, but different peak loads. So, instantaneous spectrum opportunities can be exploited even during coinciding peak hour due to different call arrivals.

There are many different ways in which we can do dynamic spectrum sharing between two GSM operators. These ways are mainly classified based on the outcome we are expecting from sharing. Most of the papers consider following two parameters:

1. Spectrum Utilization
2. Call blocking probability or Quality of service (QoS)

We also considered same two parameters while designing the sharing algorithm and describe it in context of DSS scheme I as shown in Fig. 2.2. But, when it comes to the practical deployment, the operators will be mainly focusing on the economical benefits from this type sharing. So, while designing spectrum sharing algorithm, we should consider this parameter. From an economical point of view, we can think of several different spectrum sharing techniques based on the charging schemes. The charging scheme is a vital parameter which affects the spectrum sharing algorithm. We further identify two cases i.e. DSS scheme II and DSS scheme III which are discussed in subsection 2.3.2 and subsection 2.3.3 respectively.

In these schemes, an operator is allowed to use only the free resources of another operator. So, for using free resources of another operator, the operator using other operator’s resources will pay less charges compared to normal call rate. To gain more economical benefit, operator will target to serve own customers preferentially as compared to other operators users. Keeping this in mind, there are two ways of spectrum sharing by considering two new parameters; call handover and QoS.

Each BS is allotted with four ARFCNs and used to transmit GSM frames. Each ARFCN represent a pair of 200 KHz channel with one in uplink and other in downlink. Each GSM frame of duration 4.615ms is divided into eight slots. So, each ARFCN can support seven to eight users/calls by allotting traffic channel (TCH) slots. So, each BS at any time can allow thirty one active calls.
2.3.1 DSS Scheme I

The flowchart in Fig. 2.2 explains DSS Scheme I between two GSM operators. This is the simplest scheme with least complexity without forced handover and call drop. For convenience, new call arrival is considered to OP1 with BS1 in all schemes.

The steps involved in dual-operator GSM spectrum sharing are as follows:

Step 1. A new call arrives at one of the two base stations i.e. BS1 which belongs to OP1.
Step 2. OP1 tries to accommodate the call by allotting free time slot.
Step 3. If call is admitted on own network, then the procedure stops as shown in flowchart in Fig. 2.2.
Step 4. Otherwise, user is transferred to OP2 through SSC. The call will be permitted based on the availability of free resources with OP2 at that particular time.
Step 5. If call is not admitted on OP2 also, then the call will be dropped.

![Figure 2.2: DSS Scheme I flowchart](image)

2.3.2 DSS Scheme II

In this scheme, first, a new call will try to occupy TCH at its own operator. If it fails in doing that, it will go to other operator and checks for the availability of free resources. If other operator is also not having any free TCH, then rather than dropping the call like in DSS Scheme I, it will come back to own operator. Now, it will check the occupancy details of own operator. If it is serving other operator users, then one of other operator users will be forced to drop the call. Then, new call will be accommodated on own operator. But, in case, all users with active call are his own, then new call will be dropped.
The steps involved in DSS Scheme II are as follows:

Step 1. A new call arrives at one of the two base stations i.e. BS1 which belongs to OP1.

Step 2. OP1 check for free slots and try to accommodate the call.

Step 3. If call is successfully admitted on own network/ OP1, then the procedure stops as shown in flowchart in Fig. 2.3.

Step 4. Otherwise, user is transferred to OP2 through SSC. The call will be allowed based on free slot availability with OP2 at that time instant.

Step 5. If OP2 also fails in serving call, then user occupancy details of BS1 (of OP1) will be checked.

Step 6. If some of BS1 resources are used by OP2 users, then one of OP2 users will be forced to drop the call and new call of OP1 user will be admitted on own network/ OP1.

Step 7. If only OP1 users are using resources of BS1, then the new call arrived will be dropped.

Figure 2.3: DSS Scheme II flowchart
2.3.3 DSS Scheme III

The flowchart for DSS Scheme III is shown in Fig. 2.4. Similar to DSS Scheme I and II, new call will be tried to be accommodated on own operator first. If it is unsuccessful in that, then the occupancy details of own operator will be checked rather than going to other operator as in previous cases. If other operator’s users are not using any of resources, then new call will be transferred to other operator and based on availability of free resources, it will be accommodated or dropped.

If operator of arrived new call is serving other operator users, then instead of simply dropping one of operator users call, handover attempt will be done. One of other operator’s user will be forced to handover the ongoing call to his own operator. If handover fails due to un-availability of resources, then the call will be dropped and finally, new call will be admitted.

The steps involved in DSS Scheme III are as follows:
Step 1. A new call arrives at one of the two base stations i.e. BS1 which belongs to OP1.
Step 2. OP1 tries to serve his own user.
Step 3. If call is admitted on OP1, then the procedure stops as shown in flowchart in Fig. 2.4.
Step 4. Otherwise, user occupancy details of BS1 will be checked. If OP2 users occupied some
resources of BS1, then the following subroutine will be executed.
   a. One of OP2 users will opt for handover of call to BS2.
   b. If handover is successful, then OP1 user will be admitted on freed resources.
   c. In case of failed handover, the ongoing OP2 user call will be dropped and then OP1 user
call will be admitted.

Step 5. If only OP1 users are using resources of BS1, then following subroutine is followed.
   a. New call arrived at BS1 will be transferred to BS2.
   b. If there are free resources with BS2 at that particular time, then call will be admitted on
BS2.
   c. Otherwise, the call will be dropped.

2.3.4 Comparison of the Three DSS Schemes

DSS Scheme I is the simplest dynamic spectrum sharing technique which involves lower complexity
compared to DSS Schemes II and III. Even Scheme I gives exactly same spectrum efficiency gain
as other two schemes and call blocking probability is less in this scheme. This is because operator
is not giving preference to own customer and not forces other operator user to drop the call. But
by doing this, operator looses the economical benefits; in Scheme I. That’s why, even if with higher
complexity, we consider other two schemes.

DSS Scheme II gives more economical benefit compared to Scheme I but less compared to Scheme
III. Because, in Scheme III, new call will not go to other operator even if own operator is busy.
Before going to other operator, the occupancy details of own operator will be verified. In terms
of QoS, Scheme II outperforms Scheme III, because it does not involve any additional delays due
to handovers. The handover considered is not normal handover but it is a forced handover as
demonstrated in [21].
2.4 Dynamic Spectrum Sharing between three GSM Operators

The flowchart in Fig. 2.5 explains dynamic spectrum sharing between three GSM operators (OP1, OP2 and OP3). Now, if operator of arrived call is not able to serve, then the call will be transferred to one of two remaining operators involved in co-ordination. To make a choice between two operators, current traffic conditions will be observed at both the base stations corresponding to these operators. Finally, call will be transferred to operator with less traffic load and based on slots availability, call will be admitted or dropped. For convenience, new call arrival is considered to OP1 with BS1.

![Flowchart of Dynamic spectrum sharing between three GSM operators](image)

The steps involved in triple-operator GSM spectrum sharing are as follows:

Step 1. A new call arrives at one of the three base stations i.e. BS1 which belongs to OP1.

Step 2. OP1 tries to accommodate the call by allotting available time slot.

Step 3. If call is admitted on own network, then the procedure stops as shown in flowchart in Fig. 2.5.

Step 4. Otherwise, user will be transferred to OP2 or OP3 through SSC based on the comparison of traffic loads, T2 and T3, of OP2 and OP3.
Step 5. If $T_3 > T_2$, then call will be transferred to OP2. Based on availability of slots at BS2, call will be admitted or dropped.

Step 6. Otherwise, call will be tried to be accommodated on BS3 of OP3.
Chapter 3

Simulation Results

3.1 Simulation Parameters

The MATLAB simulations are done to evaluate the performance of dynamic spectrum sharing between two GSM operators. The simulation parameters are mentioned in Table 3.1. The call arrivals are modeled using the Poisson process with $\lambda$ as call arrival rate. The call holding times are exponentially distributed with a mean of 120 seconds.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service type</td>
<td>Speech traffic</td>
</tr>
<tr>
<td>Call Duration</td>
<td>Mean = 120 seconds (Exponential)</td>
</tr>
<tr>
<td>Cell radius</td>
<td>1Km</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>4 ARFCNs per BS</td>
</tr>
<tr>
<td>Call arrival</td>
<td>poisson distributed</td>
</tr>
<tr>
<td>Cell layout</td>
<td>Hexagonal with omni-directional antenna</td>
</tr>
<tr>
<td>Simulation Interval</td>
<td>1 hour</td>
</tr>
</tbody>
</table>

Table 3.1: Simulation Parameters

Now, we will define terms which will be used in evaluating the performance of spectrum sharing.

1. **Spectrum Efficiency**, $\eta$, is defined as the portion of the spectrum getting utilized per unit time; $\eta$ can be written as

   $$\eta = \frac{\text{Average number of slots utilized per unit time}}{\text{Total number slots available with BS}} \times 100$$

2. **Spectrum Efficiency Gain**, $S_G$, is the percentage of spectrum getting more used with the use of spectrum sharing. It can be calculated as the difference between spectrum efficiency with and without the spectrum sharing.
3. Call Blocking Probability, \(P_B\), is the probability with which the call is not getting served by base station;
\[
P_B = \frac{\text{Number of calls not getting served}}{\text{Total number of calls arrived}}.
\]

3.2 2-BS

Case I: Call arrival rates are same for both BSs i.e \(\lambda_1 = \lambda_2\).

The reason for considering this case is that many times, we observe that during peak traffic hours, call arrival rates for different operators will be same. This case gives less gain due to lack of free resources in both the BSs with increasing call arrival rate at the same time.

Figure 3.1: Comparison plots of (a) Spectrum efficiency vs \(\lambda\) (b) Spectrum efficiency gain vs \(\lambda\) and (c) Call blocking probability vs \(\lambda\) for the sharing and non-sharing case for same call arrival rate.

The three performance parameters mentioned above (\(\eta\), \(S_G\), \(P_B\)) are obtained by varying call arrival rate from 0.16 to 0.5 calls/sec. But while varying, it will be same for both the base stations i.e. BS1 and BS2.
From Fig. 3.1 (a), we can observe that the spectrum efficiency is same for without and with spectrum sharing for small values of $\lambda \leq 0.18$ calls/sec. This is because the users are getting served by own operator at lower call arrival rate. As call arrival rate, $\lambda$, increases, it yields more spectrum efficiency with sharing compared to without sharing. As a result in Fig. 3.1 (b), we can observe around 3.4% spectrum efficiency gain at 0.26 calls/sec arrival rate due to spectrum sharing. But, as $\lambda$ increases above 0.26 calls/sec, gain starts decreasing due to lack of free resources in both the BSs. Fig. 3.1 (c) shows that call blocking probability reduces due to spectrum sharing. In practical scenario, call blocking probability, $P_B$, will be maintained strictly less than 0.1. A call arrival rate of 0.25 calls/sec gives $P_B = 0.1$ in the case without sharing. But, same blocking probability can be achieved at call arrival rate equal to 0.27 calls/sec by sharing spectrum when call arrival rates are same. So, by maintaining $P_B = 0.1$, BSs can serve 72 users/hour more in shared spectrum case.

case II : Call arrival rate $\lambda_1$ for BS1 is varying and for BS2, $\lambda_2$ is kept constant.

In this case, BS2 is kept at constant call arrival rate, $\lambda_2$ equal to 0.02 calls/sec which gives spectrum efficiency of 7.5% for BS2 without sharing. From Fig. 3.2, by varying call arrival rate, $\lambda_1$, for BS1, we can observe spectrum efficiency remains almost same for BS1 but it increases for BS2 with spectrum sharing.

![Figure 3.2: Comparison plots of (a) Spectrum Efficiency vs $\lambda_1$ for BS1 and (b) Spectrum efficiency vs $\lambda_1$ for BS2 with and without sharing case when $\lambda_2$ is constant.](image)

This is result of calls are getting accommodated on BS2 due to lack of resources in BS1. Fig. 3.2 (b) shows the increment of spectrum utilization from 7.5% to 80% in BS2 at $\lambda = 0.5$ calls/sec. Fig. 3.3 gives us the averaged spectrum efficiency gain over the spectrum occupied by both the
Figure 3.3: Spectrum Efficiency Gain vs $\lambda_1$ for constant $\lambda_2$. Base stations plotted against call arrival rate $\lambda_1$. The maximum spectrum efficiency gain of 38% is observed at the highest call arrival rate of 0.5 calls/sec in BS1.

The call blocking probability for BS1 reduces tremendously as calls are transferred to BS2 as shown in Fig. 3.4 (a). As shown in Fig. 3.4 (b), call blocking increases in BS2 at higher values of $\lambda_1$. Because, BS1 is utilizing the resources of BS2 and BS2 fails to serve his own users.

Figure 3.4: Comparison plots of (a) Call blocking probability vs $\lambda_1$ for BS1 and (b) Call blocking probability vs $\lambda_1$ for BS2 with and without sharing case keeping constant $\lambda_2$.

Fig. 3.4 (a) shows $P_B = 0.1$ at $\lambda_1 = 0.25$ calls/sec without sharing in BS1 and same blocking probability is obtained at $\lambda_1 = 0.5$ calls/sec by sharing. So, it concludes that BS1 with sharing can support traffic with double call arrival rate compared the one without sharing by keeping blocking probability below 0.1. BS1 can serve 900 users/hour more by keeping $P_B$ below 0.1 when BS2 have less traffic load.
case III: Call arrival rates for the both BSs are different and both are varying.

Figure 3.5: Spectrum efficiency vs $\lambda_1$ vs $\lambda_2$.

This is the most general case. Now, by independently varying call arrival rates i.e. $\lambda_1$, $\lambda_2$, we get 3-D plot of spectrum efficiency vs $\lambda_1$ vs $\lambda_2$ as shown in Fig. 3.5. The spectrum efficiency gain reduces as call arrival rates for BSs goes above 0.26 calls/sec as observed in case I. So, we are varying $\lambda_1$ from 0.16 calls/sec to 0.5 calls/sec and $\lambda_2$ from 0.02 calls/sec to 0.3 calls/sec. As the call arrival rates i.e $\lambda_1$ and $\lambda_2$ starts decreasing, then spectrum utilization with spectrum sharing reduces and finally drop down to spectrum utilization in case of without sharing.

Figure 3.6: Another view of Spectrum efficiency vs $\lambda_1$ vs $\lambda_2$.

Fig. 3.6 gives the another view of 3-D plot shown in Fig. 3.5. In this view, we can easily observe that if both $\lambda_1$ and $\lambda_2$ increases, then spectrum utilization gap between cases with and without sharing reduces due to less free resources with both BSs at any particular time instant.
The spectrum efficiency gain 3-D plot is given in Fig. 3.7. From this figure, we can observe the maximum spectrum efficiency gain of 38% at $\lambda_1 = 0.5$ calls/sec and $\lambda_2 = 0.02$ calls/sec which we also observed in case II. The spectrum efficiency gain reduces as call arrival rate, $\lambda_1$, for BS1 decreases and call arrival rate, $\lambda_2$, for BS2 increases. The gain reduces to zero in two cases, first when both call arrival rates are very low and second when call arrival rates are very high. The spectrum sharing in these two cases is not useful.

Fig. 3.7: Spectrum efficiency gain vs $\lambda_1$ vs $\lambda_2$.

Fig. 3.8 gives the call blocking probability as a function of call arrival rates, $\lambda_1$ and $\lambda_2$. We can say that spectrum sharing reduces the chance of call getting blocked. When traffic load in both base stations is very high, then the blocking probability with spectrum sharing equals to the case without sharing. In other case, when call arrival rates are very low in both the BSs, $P_B$ reduces to zero.

Fig. 3.8: Call blocking probability vs $\lambda_1$ vs $\lambda_2$. 
3.2.1 Region of Co-ordination (ROC)

ROC is a portion of graph with $\lambda_1$ as x-axis and $\lambda_2$ as y-axis having specific range of spectrum efficiency gain. For example, if we need gain greater than 1%, then ROC will be an area excluding lower-left corner having gain below 1%. Fig. 3.9 gives three regions with spectrum efficiency gain less than 1%, between 1 to 10% and greater than 10%. The dotted line represents that both BSs are having same call arrival rate and point on dotted line is where we get maximum spectrum efficiency gain of 3.4% in same call arrival rate case.

Figure 3.9: Region of Co-ordination showing different spectrum efficiency gains for two GSM operators.
3.3 3-BS

The performance parameters will be evaluated again by allowing the spectrum sharing between three GSM operators with co-located base stations.

Case I: Call arrival rates are same for all the three BSs i.e. $\lambda_1 = \lambda_2 = \lambda_3$.

The same call arrival rate is varied from 0.18 calls/sec to 0.5 calls/sec and we get spectrum efficiency ($\eta$), gain achieved ($S_G$) and call blocking probability ($P_B$) as shown in Fig. 3.10. The spectrum utilization/efficiency with spectrum sharing starts increasing compared to without sharing for $\lambda \geq 0.18$ calls/sec as shown in Fig. 3.10 (a). From Fig. 3.10 (b), we can observe maximum spectrum efficiency gain, $S_G$, of 4.95% at call arrival rate of 0.26 calls/sec. After this point, gain again starts decreasing due to the lack of free resources in BSs.

![Graphs showing spectrum efficiency, gain, and blocking probability](image-url)

Figure 3.10: Comparison plots of (a) Spectrum efficiency vs $\lambda$ (b) Spectrum efficiency gain vs $\lambda$ and (c) Call blocking probability vs $\lambda$ for the sharing and non-sharing case for same call arrival rate.

From Fig. 3.10 (c), we can see that the call blocking probability, $P_B$, is equal to 0.1 at $\lambda = 0.25$ calls/sec in the case of without sharing. In sharing case, same call blocking probability of 0.1 can
be observed at $\lambda = 0.275$ calls/sec. BSs can serve 90 users/hour more due to spectrum sharing by maintaining blocking probability of 0.1 in case of same call arrival rate for all the three BSs.

**case II:** Call rate $\lambda_1$ for BS1 is varying and $\lambda_2$ for BS2, $\lambda_3$ for BS3 are kept constant.

In case of three base stations, the best case (with highest efficiency gain) is the one when one of base stations is having high traffic and other two with very low traffic. So, call arrival rates, $\lambda_1$ and $\lambda_2$ are kept constant at 0.02 calls/sec. The spectrum efficiency in BS1 remains same as it is highly loaded with traffic as shown in Fig. 3.11 (a).

![Figure 3.11: Comparison plots of (a) Spectrum Efficiency vs $\lambda_1$ for BS1 and (b) Spectrum efficiency vs $\lambda_1$ for BS2 and BS3 with and without sharing case when $\lambda_2$ is constant.](image)

Figure 3.12: spectrum efficiency gain vs $\lambda_1$ for constant $\lambda_2$. 
BS1 just transfers extra traffic to other two BSs and it gets equally distributed among BS2 and BS3. So, spectrum utilization with and without spectrum sharing is same for both the BSs (BS2 and BS3) as shown in Fig. 3.11 (b). Fig. 3.12 shows maximum spectrum efficiency gain of 30% at $\lambda_1 = 0.5 \text{ calls/sec}$ as result of an increment in spectrum efficiency of two BSs.

![Graph showing call blocking probability vs $\lambda_1$ for BS1 with and without sharing case keeping constant $\lambda_2$.](image)

Figure 3.13: Call blocking probability vs $\lambda_1$ for BS1 with and without sharing case keeping constant $\lambda_2$.

The whole extra traffic from BS1 gets served by BS2 and BS3 without any call drop. So, from Fig. 3.13, we can observe that call blocking probability comes down to zero. Without sharing, call blocking probability, $P_B$, is equal to 0.1 at $\lambda_1 = 0.25 \text{ calls/sec}$ for BS1. With sharing, BS1 can serve traffic with double call arrival rate and zero call blocking probability.
3.4 Comparison between 2-BS and 3-BS

case I: call arrival rates for all base stations in co-ordination are same.

From Fig. 3.14, we can observe maximum increment of 1.55% gain in case of 3-BS compared to 2-BS at call arrival rate of 0.26 calls/sec. This is because one operator users are utilizing free resources of two other operators rather than one. The gap between these two cases reduces after call arrival rate of 0.26 calls/sec.

![Graph showing spectrum efficiency, spectrum efficiency gain and blocking probability vs call arrival rate \( \lambda \) in three base station case.](image1)

Figure 3.14: spectrum efficiency, spectrum efficiency gain and blocking probability vs call arrival rate \( \lambda \) in three base station case.

case II: call arrival rate, \( \lambda_1 \), for BS1 is varying and low call arrival rate of 0.02 calls/sec for other BSs in co-ordination.

![Graph showing spectrum efficiency, spectrum efficiency gain and blocking probability vs call arrival rate \( \lambda \) in three base station case.](image2)

Figure 3.15: spectrum efficiency, spectrum efficiency gain and blocking probability vs call arrival rate \( \lambda \) in three base station case.

In both the cases, maximum efficiency gain is achieved at \( \lambda_1 = 0.5 \) calls/sec as shown in Fig.
3.15. The maximum gain in 3-BS is less compared to 2-BS. The reason is that spectrum efficiency gain is averaged over the gains in each BS.

3.4.1 Practical Feasibility

CSC in system architecture is a piece of code and not an independent physical entity. So, there is no need of extra hardware. CSC takes decision when co-ordination is needed based on ROC. It also perform steps for carrier sharing as mentioned in flowchart in Fig. 2.2. Due to sharing, one operator’s users are using other operator resources. So, for this, settlement should be done between two GSM operators. This issue should be considered in GSM pricing.
Robust spectrum sensing is a fundamental component in cognitive radio due to the noise uncertainty. In this chapter, we propose a robust spectrum sensing algorithm based on the covariance matrix of signals received at the secondary users. The proposed method can even perform better than the ideal energy detection even if the received signals are highly correlated. The test statistic used in the algorithm is dependent on mean and standard deviation of eigenvalues and can be calculated from the trace of covariance matrix and trace of square of the covariance matrix. Simulations verifying the robustness and performance of the proposed algorithm are presented.
4.1 Introduction

Cognitive Radio uses spectrum sensing to determine unoccupied frequency bands [22, 23, 24]. This gives rise to an opportunistic spectrum access for secondary users in an unused radio spectrum by primary licensed users.

Spectrum sensing plays a very important role in a cognitive radio. But it is challenging due to low received primary signal SNR, multipath fading and noise uncertainty [25, 26, 27].

Many spectrum sensing techniques, each with its own prerequisites, such as the energy detection [25, 26, 27, 28, 29], matched filtering [30, 31, 25, 32, 33, 29] and cyclostationary detection [34, 35, 36, 37] have been developed. Cyclostationary detection needs the knowledge of cyclic frequencies of the primary user signal and matched filtering requires an information about channel and waveforms of primary user. Compared to these techniques, energy detection does not need any information of the signal but needs the knowledge of exact noise power. Inaccuracy in the calculation of the noise power results into high probability of false alarm [26, 27, 38]. Also, energy detection performs better for detecting independent and identically distributed (iid) signal [29]. But in case of the detection of correlated signal, there is degradation in the performance of energy detection. The noise uncertainty is an outcome of non-linearity of receiver components and transmissions of other users. The proposed algorithm overcomes the noise uncertainty and correlation problem of energy detection.

Test statistic based on the covariance matrix of the received signal is proposed. The proposed method performs much better compared to the energy detection. The test statistic used in the proposed algorithm is obtained by using an MMSE (minimum mean square estimation) to obtain an approximation to the average to minimum eigenvalue ratio of covariance matrix.

The rest of the chapter is organized as follows. In Section 4.2, the system model is presented. The new algorithm for spectrum sensing is proposed in the Section III. Section IV gives derivation of the proposed algorithm and analyzes the computational complexity involved in the algorithm. Simulation results are provided in the Section V and conclusions in Section VI.

4.2 System Model

Let \( x_c(t) = s_c(t) + \eta_c(t) \) be the continuous-time received signal with primary user’s signal \( s_c(t) \) and the noise \( \eta_c(t) \) is zero mean i.e. \( E(\eta_c(t)) = 0 \) and variance \( E(\eta_c^2(t)) = \sigma^2_\eta \). Let the frequency band over which sensing is performed be \( W \). We select a sampling rate \( f_s \) for the received signal that should be greater than or equal to \( W \) based on the Nyquist criteria. Take \( T_s = 1/f_s \) as the sampling interval. Using this sampling interval, we define discrete time signals as \( x(n) = x(nT_s) \), \( s(n) = s_c(nT_s) \) and \( \eta(n) = \eta_c(nT_s) \). There are two hypotheses: (1) \( H_0 \): only noise is present; (2) \( H_1 \): both signal and noise is present. The received signal under the two hypotheses, is given by [25]—[33]

\[
\begin{align*}
H_0 : \quad x(n) &= \eta(n), \\
H_1 : \quad x(n) &= \pi(n) + \eta(n)
\end{align*}
\]

where \( \pi(n) \) is the received signal samples which includes the effect of multipath fading and \( \eta(n) \) is received white noise assumed to be independent and identically distributed (iid).
Let \( s(n) \) be the digital source signal with the symbol duration as \( T_0 \). The discrete signal is transmitted through the communication channel and the resultant signal, including channel response \( h(t) \), but excluding the noise, is given as

\[
s_c(t) = \sum_{k=-\infty}^{\infty} s(k)h(t - kT_0), \tag{4.3}
\]

Suppose that the received signal is over-sampled by a factor \( M \), i.e. \( T_s = T_0/M \). Define

\[
x_i(n) = x((nM + i - 1)T_s),
\]

\[
h_i(n) = h((nM + i - 1)T_s),
\]

\[
\eta_i(n) = \eta_i((nM + i - 1)T_s), \tag{4.4}
\]

where \( n = 0, 1, \ldots \) and \( i = 1, 2, \ldots, M \).

Considering multiple source signals (multiple transmit antennas), the received signal is given by

\[
x_i(n) = \sum_{j=1}^{P} \sum_{k=0}^{N_{ij}} h_{ij}(k)s_j(n - k) + \eta_i(n), \tag{4.5}
\]

where \( P \) is the number of source signals, \( h_{ij}(k) \) is the channel response from source signal \( j \), and \( N_{ij} \) is the order of channel.

The proposed algorithm is based on the statistical covariance matrix [39]. Let \( N_j \stackrel{\text{def}}{=} \max_i(N_{ij}) \), zero-padding \( h_{ij}(k) \); if needed, and defining

\[
x(n) \stackrel{\text{def}}{=} [x_1(n), x_2(n), \ldots, x_M(n)]^T, \tag{4.6}
\]

\[
h_j(n) \stackrel{\text{def}}{=} [h_{1j}(n), h_{2j}(n), \ldots, h_{Mj}(n)]^T, \tag{4.7}
\]

\[
\eta(n) \stackrel{\text{def}}{=} [\eta_1(n), \eta_2(n), \ldots, \eta_M(n)]^T. \tag{4.8}
\]

Using (4.6), (4.7) and (4.8), (4.5) can be written in vector form as

\[
x(n) = \sum_{j=1}^{P} \sum_{k=0}^{N_j} h_{j}(k)s_j(n - k) + \eta_j(n), n = 0, 1, \ldots. \tag{4.9}
\]

By averaging over “L” consecutive symbols, define

\[
\hat{x}(n) \stackrel{\text{def}}{=} [x^T(n), x^T(n - 1), \ldots, x^T(n - L + 1)]^T,
\]

\[
\hat{\eta}(n) \stackrel{\text{def}}{=} [\eta^T(n), \eta^T(n - 1), \ldots, \eta^T(n - L + 1)]^T,
\]

\[
\hat{s}(n) \stackrel{\text{def}}{=} [s_1(n), s_1(n - 1), \ldots, s_1(n - N_1 - L + 1), \ldots, s_p(n), s_p(n - 1), \ldots, s_p(n - N_p - L + 1)]^T, \tag{4.10}
\]

Using (4.9) in \( \hat{x}(n) \) and then substituting in (4.10), we have

\[
\hat{x}(n) = H\hat{s}(n) + \hat{\eta}(n). \tag{4.11}
\]
where $H$ is a $ML \times (N+PL)(N \defeq N_1 + \cdots + N_p)$ matrix defined as
\begin{equation}
H \defeq [H_1, H_2, \ldots , H_p]
\end{equation}

\begin{equation}
H_j \defeq \begin{bmatrix}
h_j(0) & \cdots & \cdots & h_j(N_j) & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & h_j(0) & \cdots & \cdots & h_j(N_j)
\end{bmatrix}
\end{equation}

Note that the dimension of $H_j$ is $ML \times (N_j+L)$.

Define statistical covariance matrices of the signals and noise as
\begin{equation}
R_x = E(\hat{x}(n)\hat{x}^\dagger(n)),
\end{equation}
\begin{equation}
R_s = E(\hat{s}(n)\hat{s}^\dagger(n)),
\end{equation}
\begin{equation}
R_\eta = E(\hat{\eta}(n)\hat{\eta}^\dagger(n)).
\end{equation}

Then, we get
\begin{equation}
R_x = HR_sH^\dagger + \sigma_\eta^2 I_{ML},
\end{equation}
where $\sigma_\eta^2$ is the variance of the noise and $I_{ML}$ is the identity matrix of order ML.

### 4.3 The Proposed Algorithm

In this section we present the proposed algorithm, which is as follows:

Step 1. Compute the sample covariance matrix of the received signal.

\begin{equation}
R_x(N_s) \defeq \frac{1}{N_s} \sum_{n=L-1}^{L-2+N_s} \hat{x}(n)\hat{x}^\dagger(n),
\end{equation}

where $N_s$ is the number of collected samples.

Step 2. Obtain the test statistic of the matrix $A = R_x(N_s)$ as follows

\begin{equation}
\hat{C}_E = a_0 + a_1 C_{EL} + a_2 C_{EU}
\end{equation}

where,

\begin{equation}
C_{EL} = \frac{m}{m-s/(n-1)^{1/2}}
\end{equation}

\begin{equation}
C_{EU} = \begin{cases}
\frac{m}{m-s/(n-1)^{1/2}} & \lambda_{\text{min}} \neq 0 \\
\infty & \lambda_{\text{min}} = 0
\end{cases}
\end{equation}

\begin{equation}
m = \frac{\text{trace}(A)}{n}, s^2 = \frac{\text{trace}(A^2) - (\text{trace}(A))^2/n}{n},
\end{equation}

$n = ML$ and $a_0, a_1, a_2$ are constants. (The design of these constants is considered in Section 4.4.)

Step 3. Decision: if $\hat{C}_E > \gamma$, signal exists: otherwise, signal does not exist. The threshold, $\gamma > 1$, is chosen; as given in the Appendix.
4.4 Derivation of the algorithm

In subsection 4.4.1, we review the results on the upper and lower bounds of minimum eigenvalue as given in [40]. In subsection 4.4.2, we use the upper and lower bounds on the minimum eigenvalue to derive an MMSE approximation to the energy with minimum eigenvalue ratio.

4.4.1 Upper and Lower bounds on the Test Statistic

Suppose \( A \) be an \( n \times n \) square matrix, then eigenvalues of \( A \), are the roots of the characteristic equation given by

\[
det(A - \lambda I) = 0.
\]

The standard deviation of the eigenvalues, denoted by \( s \), is given by [40]

\[
s^2 = \frac{1}{n} \left( \sum_{j=1}^{n} \lambda_j^2 - \frac{1}{n} \left( \sum_{j=1}^{n} \lambda_j \right)^2 \right) = \frac{\text{trace}(A^2) - (\text{trace}(A))^2/n}{n}.
\]

(4.18)

The mean of the eigenvalues in the terms of trace of the matrix, \( A \), is given by [40]

\[
m = \frac{1}{n} \left( \sum_{j=1}^{n} \lambda_j \right) = \frac{\text{trace}(A)}{n}.
\]

(4.19)

We know that the eigenvalues are real if and only if \( A \) is Hermitian; which is true for any covariance matrix. The bounds on the minimum eigenvalue are dependent on the mean, \( m \), and the standard deviation, \( s \), of eigenvalues.

**Lemma 1.** (Theorem 2.1, [40]) Let \( A \) be an \( n \times n \) complex matrix with real eigenvalues \( \lambda(A) \) and consider \( m \) and \( s^2 \) defined previously. Then

\[
m - s(n-1)^{1/2} \leq \lambda_{\text{min}}(A) \leq m - s/\sqrt{n-1}
\]

(4.20)

But, as we know that the eigenvalues of covariance matrix are always positive. So, lower bound on minimum eigenvalue can be rewritten as \( \lambda_{\text{min}} = \max(0, m - s(n-1)^{1/2}) \).

Now, the energy to minimum eigenvalue ratio is defined as

\[
C_E = \frac{T(N_s)}{\lambda_{\text{min}}}
\]

(4.21)

where \( T(N_s) \) is the average power of received signal as given below.

\[
T(N_s) = \frac{1}{MN_s} \sum_{j=1}^{M} \sum_{n=0}^{N_s-1} |x_j(n)|^2,
\]

(4.22)

Using the fact that the average received signal power, \( T(N_s) \), is equal to the average of eigenvalues, \( m \), as derived in Appendix and using bounds on \( \lambda_{\text{min}} \), we get the upper and lower bounds on the
test statistic as follows:

\[ C_{EL} = \frac{m}{m - s/(n-1)^{1/2}} \quad (4.23) \]

\[ C_{EU} = \begin{cases} \frac{m}{m - s/(n-1)^{1/2}} & \lambda_{min} \neq 0 \\ \infty & \lambda_{min} = 0 \end{cases} \quad (4.24) \]

The lower bound on the energy to minimum eigenvalue ratio, \( C_{EL} \), given in (4.23), and the upper bound, \( C_{EU} \), given in (4.24), are used to obtain the test statistic in next subsection. But, when \( \lambda_{min} = 0 \), then \( C_{EU} \) goes to infinity. In that case, we will use just lower bound, \( C_{EL} \), for deriving the test statistic.

### 4.4.2 Test Statistic using MMSE

The test statistic, \( \hat{C}_E \), is obtained using lower bound, \( C_{EL} \), and upper bound, \( C_{EU} \) so that MSE is minimized. We have

**Theorem 1.** Let the test statistic, \( \hat{C}_E \) be the estimated value of the energy to minimum eigenvalue given by

\[ \hat{C}_E = a_0 + a_1 C_{EL} + a_2 C_{EU}. \quad (4.25) \]

Then MSE (mean squared error) is minimized if

\[ a_1 = \begin{cases} \frac{\sigma_{CL}^2}{\sigma_{CL}^2 - \sigma_{LU}\sigma_{CU}}, & C_{EU} = \infty \\ \frac{\sigma_{CL}^2 - \sigma_{LU}\sigma_{CU}}{\sigma_{CL}^2 - \sigma_{LU}\sigma_{CU}}, & C_{EU} \neq \infty \end{cases} \quad (4.26) \]

\[ a_2 = \begin{cases} 0, & C_{EU} = \infty \\ \frac{\sigma_{LU}^2 - \sigma_{LU}\sigma_{CU}}{\sigma_{LU}^2 - \sigma_{LU}\sigma_{CU}}, & C_{EU} \neq \infty \end{cases} \quad (4.27) \]

\[ a_0 = \begin{cases} \mu_C - a_1 \mu_L, & C_{EU} = \infty \\ \mu_C - a_1 \mu_L - a_2 \mu_U, & C_{EU} \neq \infty \end{cases} \quad (4.28) \]

**Proof.** Case 1: \( C_{EU} = \infty \)

Here, \( \hat{C}_E \) is given by

\[ \hat{C}_E = a_0 + a_1 C_{EL} \quad (4.29) \]

The mean squared error in this case defined as follows.

\[ E[(C_E - \hat{C}_E)^2] = E[(C_E - a_0 - a_1 C_{EL})^2]. \quad (4.30) \]

To minimize MSE, differentiate it with respect to \( a_0, a_1 \), then equate derivatives to zero. Differentiating (4.30) with respect to \( a_0 \) by taking derivative inside expectation and equating to zero, we get

\[ E[(C_E - a_0 - a_1 C_{EL})(-2)] = 0, \]

Simplifying for \( a_0 \), we get

\[ a_0 = E[C_E] - a_1 E[C_{EL}]. \]
Defining \( E[C_E] = \mu_C, \ E[CEL] = \mu_L \), we get
\[
a_0 = \mu_C - a_1 \mu_L. \tag{4.31}
\]
Substituting this value of \( a_0 \) into (4.25), we get
\[
\hat{C}_E = \mu_C + a_1(C_{EL} - \mu_L).
\]
Rewrite MSE as follows
\[
E[((C_E - \mu_C) - (\hat{C}_E - \mu_C))^2] = E[(\overline{C}_E - a_1\overline{CEL})^2], \tag{4.32}
\]
where, \( \overline{C}_E = C_E - \mu_C, \overline{CEL} = C_{EL} - \mu_L \). Differentiating (4.32) with respect to \( a_1 \), we get
\[
E[(\overline{C}_E - a_1\overline{CEL})\overline{CEL}] = 0, \tag{4.33}
\]
Define the covariance terms \( E[C_ECEL] = \sigma_{CL}, \ E[CELCEL] = \sigma^2_L \) substituting this into (4.33), we get
\[
a_1 = \frac{\sigma_{CL}}{\sigma^2_L}. \tag{4.34}
\]
Finally putting this value of \( a_1 \) into (4.31), we get value of \( a_0 \).

Case 2: \( E_U \neq \infty \)
The mean squared error is defined as
\[
E[(C_E - \hat{C}_E)^2] = E[(C_E - a_0 - a_1C_{EL} - a_2C_{EU})^2]. \tag{4.35}
\]
To minimize MSE, we differentiate it with respect to \( a_0, a_1 \) and \( a_2 \), then set each of the derivatives to zero. Differentiating (4.35) with respect to \( a_0 \) and taking derivative inside the expectation, we get
\[
E[(C_E - a_0 - a_1C_{EL} - a_2C_{EU})(-2)] = 0.
\]
Taking \( a_0 \) terms on left hand side and rest on right hand side and simplifying, we have
\[
a_0 = E[C_E] - a_1 E[CEL] - a_2 E[CEU].
\]
Defining \( E[C_E] = \mu_C, \ E[CEL] = \mu_L \) and \( E[CEU] = \mu_U \), we get
\[
a_0 = \mu_C - a_1 \mu_L - a_2 \mu_U. \tag{4.36}
\]
Putting this value of \( a_0 \) into equation (4.25), we obtain
\[
\hat{C}_E = \mu_Y + a_1(C_{EL} - \mu_L) + a_2(C_{EU} - \mu_U)
\]
Rewrite mean square error criterion as
\[
E[((C_E - \mu_C) - (\hat{C}_E - \mu_C))^2] = E[(\overline{C}_E - a_1\overline{CEL} - a_2\overline{CEU})^2] \tag{4.37}
\]
where,
\( \mathcal{C}_E = C_E - \mu_C, \mathcal{C}_{EL} = C_{EL} - \mu_L, \mathcal{C}_{EU} = C_{EU} - \mu_U. \) Differentiating (4.37) with respect to \( a_1 \), we get
\[
E[(\mathcal{C}_E - a_1 \mathcal{C}_{EL} - a_2 \mathcal{C}_{EU}) \mathcal{C}_{EL}] = 0. \tag{4.38}
\]
Define the covariance terms
\[
E[\mathcal{C}_E \mathcal{C}_{EL}] = \sigma_{CL}, E[\mathcal{C}_E \mathcal{C}_{EU}] = \sigma_{CU},
E[\mathcal{C}_{EL} \mathcal{C}_{EU}] = \sigma_{LU}, E[\mathcal{C}_{EL} \mathcal{C}_{EL}] = \sigma_L^2,
E[\mathcal{C}_{EU} \mathcal{C}_{EU}] = \sigma_U^2.
\]
Substituting these terms in (4.38), we obtain
\[
a_1 \sigma_L^2 + a_2 \sigma_{LU} = \sigma_{CL}. \tag{4.39}
\]
Similarly, differentiating (4.37) with respect to \( a_2 \), we get
\[
a_1 \sigma_{LU} + a_2 \sigma_U^2 = \sigma_{CU}. \tag{4.40}
\]
Collecting the (4.39) and (4.40) in the matrix form, we get
\[
\begin{bmatrix}
\sigma_L^2 & \sigma_{LU} \\
\sigma_{LU} & \sigma_U^2
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2
\end{bmatrix}
=
\begin{bmatrix}
\sigma_{CL} \\
\sigma_{CU}
\end{bmatrix}. \tag{4.41}
\]
Solving for constants \( a_1 \) and \( a_2 \), we get
\[
\begin{bmatrix}
a_1 \\
a_2
\end{bmatrix}
=
\begin{bmatrix}
\sigma_L^2 & \sigma_{LU} \\
\sigma_{LU} & \sigma_U^2
\end{bmatrix}^{-1}
\begin{bmatrix}
\sigma_{CL} \\
\sigma_{CU}
\end{bmatrix}.
\]
Taking inverse of 2×2 matrix, we have
\[
\begin{bmatrix}
a_1 \\
a_2
\end{bmatrix}
=
\frac{1}{\sigma_L^2 \sigma_U^2 - (\sigma_{LU})^2}
\begin{bmatrix}
\sigma_U^2 & -\sigma_{LU} \\
-\sigma_{LU} & \sigma_L^2
\end{bmatrix}
\begin{bmatrix}
\sigma_{CL} \\
\sigma_{CU}
\end{bmatrix}.
\]
Simplifying, we get
\[
a_1 = \frac{\sigma_L^2 \sigma_{CL} - \sigma_{LU} \sigma_{CU}}{\sigma_L^2 \sigma_U^2 - (\sigma_{LU})^2},
\]
\[
a_2 = \frac{\sigma_U^2 \sigma_{CL} - \sigma_{LU} \sigma_{CU}}{\sigma_L^2 \sigma_U^2 - (\sigma_{LU})^2}.
\]
putting \( a_1 \) and \( a_2 \) values in equation (4.36), we get \( a_0. \)

### 4.4.3 Implementation Issues

For the implementation of the algorithm, we need the values of \( a_0, a_1 \) and \( a_2 \) in advance and these values are dependent on \( \mu_C, \mu_L, \mu_U \) and \( \sigma_L^2, \sigma_U^2, \sigma_{LU}, \sigma_{CL}, \sigma_{CU}. \) These values can be precomputed using numerical integration for a given distribution of the entries of \( A. \)
Even if the distribution is unknown then also the values of $a_0$, $a_1$ and $a_2$ are obtained using initial training for $N$ sequences. For example $\mu_L$ is obtained as

$$\mu_L = \frac{1}{N} \sum_{i=1}^{N} C_{ELi}. \quad (4.42)$$

Similarly, we can obtain the values of $\mu_U$ and $\mu_C$. The value of $\sigma_L^2$ is evaluated as

$$\sigma_L^2 = \frac{1}{N} \sum_{i=1}^{N} (C_{ELi} - \mu_L)^2. \quad (4.43)$$

Similar equation can be used to obtain the value of $\sigma_U^2$. Finally, the value of $\sigma_{LU}$ obtained as

$$\sigma_{LU} = \frac{1}{N} \sum_{i=1}^{N} (C_{ELi} - \mu_L)(C_{EUi} - \mu_U). \quad (4.44)$$

We can obtain the values of $\sigma_{CL}$ and $\sigma_{CU}$ using similar formula as for $\sigma_{LU}$ (4.44).

In both the cases, the constants are precomputed, so it does not increase computational complexity in the actual implementation of the algorithm.

### 4.4.4 Computational Complexity

The complexity of EME comes from two parts: 1) computation of the covariance matrix. 2) the eigenvalue decomposition of the covariance matrix. In the first part, covariance matrix, after reception of every sample, we need $ML$ multiplications and $M^2L^2$ additions. In the EME algorithm, for calculation of the EME Ratio after reception of $(L - 2 + N_s)$ samples, total complexity involved, in flops, is given by [39]

$$O(M^3L^3). \quad (4.45)$$

For the proposed algorithm, there again two parts. The computational complexity of the covariance is same. The complexity of computation for evaluating $m$ is $ML - 1$ additions and 1 multiplication. The complexity in evaluation of trace($A^2$) is $M^2L$ multiplications and $ML - 1$ additions as every row of covariance matrix contains M elements with high value compared to rest due to oversampling. So, calculation of $s^2$ requires $M^2L + 3$ multiplications and $M^2L$ additions. Given $m$, $s^2$, the lower and upper bound on the EME Ratio, $C_{EL}$ and $C_{EU}$, needs 2 square roots (typically a square root is equivalent to a multiplication), (4) multiplications, 2 additions. Finally, 2 multiplications and 2 additions are needed to calculate the test statistic($\hat{C}_E$). The overall complexity of the proposed algorithm for calculating the test statistic after reception of $(L - 2 + N_s)$ samples (in flops) is

$$2LM^2 + LM + 15. \quad (4.46)$$

So, compared to the original EME algorithm, proposed algorithm has $ML^2$ times less computations.
4.5 Simulations

In this section, we present simulation results based on the randomly generated BPSK signals. We consider a 2-input 4-receiver system ($M = 4, P = 2$). The channel orders are $N_1 = N_2 = 9$ (10 taps). The channel taps are complex Gaussian distribution with zero mean and a unit variance. Results are averaged over 1000 Monte Carlo realizations.

Figure 4.1 gives the probability of detection for the proposed algorithm and EME detection with fixed $L = 8, N_s = 100000, P_f = 0.1$. Observing, we can say that there is no degradation in the performance of proposed algorithm compared to EME detection. Infact, the proposed algorithm performs better for some SNRs.

![Figure 4.1: $P_d$ vs SNR plots for the proposed algorithm, EME detection and the theoretical lower bound.](image1)

![Figure 4.2: MSE (mean squared error) vs N.](image2)
The time required to calculate energy to minimum eigenvalue ratio using functions is 20 msec and test statistic takes only 0.11 msec (Results are obtained by running matlab programs on system with following configuration: Intel(R)Core(TM) i7-2600 CPU@3.40GHz, 4 Core(s) and 8GB RAM). Finally, also note that the theoretical lower bound given by (4.51) is within 1 db at very low SNRs but is loose as the SNR increases.

The change in the probability of detection of proposed algorithm compared to EME algorithm is due to the coloured noise depending on the snr values of received signal. The mean squared error (MSE) given by (4.35) in the calculation of test statistic using MMSE technique decreases as number of monte carlo realizations, N, increases as shown in Figure 4.2. We can also observe that mean squared error is getting saturated due to the coloured noise at higher values of N.

4.6 Conclusions

A spectrum sensing algorithm based on sample covariance matrix of the received signals has been proposed. The test statistic based on the lower bound of eigenvalues and trace of sample covariance matrix is obtained using MMSE technique. The computations involved in the calculation of test statistic is $ML^2$ times less as compared to EME algorithm. With reduced complexity, the proposed algorithm retains the robustness of EME algorithm as verified by simulation results.

4.7 Appendix

In this section, we show that as $N_s$ tends to infinity, the test statistic tends to the energy to minimum eigenvalue ratio. This allows us to apply the theoretical analysis given in [39] to the proposed algorithm. In the absence of signal, $R_\eta(N_s)$ turns to the sample covariance matrix of noise, $R_\eta(N_s)$ given by

$$R_\eta(N_s) = \frac{1}{N_s} \sum_{n=L-1}^{L-N_s+1} \hat{\eta}(n)\hat{\eta}^\dagger(n),$$

(4.47)

$R_\eta(N_s)$ is nearly a Wishart random matrix [41].

For large number of samples, test statistic tends to 1 for $R_\eta(N_s)$ [39]. For the test statistic, we have

**Theorem 2.** The test statistic, $\hat{C}_E$, for the sample covariance matrix of the noise, $R_\eta(N_s)$, converges to $C_E$ in mean square sense.

**Proof.** The mean squared error from (4.37) and putting values of $a_1$ from (4.26) and $a_2$ from (4.27), we get

$$E[(C_E - \hat{C}_E)^2] = E[(\bar{C}_E - a_1C_{EL} - a_2C_{EU})^2]$$

$$= E[(C_E - \mu_C - \frac{\sigma^2_L\sigma_{CL}}{\sigma^2_L\sigma^2_U} - \frac{\sigma_{LU}\sigma_{CU}}{\sigma^2_L\sigma^2_U} C_{EL} - \mu_L)$$

$$- \frac{\sigma^2_L\sigma_{CU}}{\sigma^2_L\sigma^2_U} - \frac{\sigma_{LU}\sigma_{CL}}{\sigma^2_L\sigma^2_U} (C_{EU} - \mu_U))^2]$$

(4.48)

As $C_E$ tends to one for $R_\eta(N_s)$, $\mu_C$ also tends to one. Considering this, $\sigma_{CL}$, $\sigma_{CU}$ from (4.44) goes
to zero. Putting all these values in (4.48), we get,
\[ E[(C_E - \hat{C}_E)^2] = 0 \]  
(4.49)
So, \( \hat{C}_E \) converges to \( C_E \) in the mean square sense. Hence, proved.

Theorem 2 implies that the decision threshold and probability of detection obtained in [39] holds in our case also and is repeated for convenience. The decision threshold, \( \gamma \), is given by
\[
\gamma = \frac{Q^{-1}(P_{fa})\sqrt{2N_s} + \sqrt{MN_s}}{\sqrt{M(\sqrt{N_s} - \sqrt{ML})^2}} 
= \left( \sqrt{\frac{2}{MN_s}}Q^{-1}(P_{fa}) + 1 \right)\frac{N_s}{\sqrt{N_s} - \sqrt{ML}}^2 
\]  
(4.50)
The probability of detection, \( P_d \), is given by
\[
P_d = \frac{Q\left( \gamma \left( \rho_{ML} + \frac{\sigma_\eta^2}{\sqrt{2N_s}}(\sqrt{N_s} - \sqrt{ML}) \right) - \frac{\tau^2(\mu R_s H^\dagger)}{\sqrt{MN_s} \sigma_\eta^2} \right)}{\sqrt{MN_s} \sigma_\eta^2} 
\]  
(4.51)
where \( \rho_{ML} \) is the lowest eigenvalue of \( HR_s H^\dagger \).

We know that the sum of the eigenvalues of a matrix is the trace of the matrix. Let \( m \) be the average of the eigenvalues of \( R_s(N_s) \). Then
\[
m = \frac{\text{trace}(R_s(N_s))}{ML} 
= \frac{1}{MLN_s} \sum_{n=L-1}^{L-2+N_s} \hat{x}^\dagger(n) \hat{x}(n). 
\]  
(4.52)
Simplifying, we get
\[
m = \frac{1}{MLN_s} \sum_{i=1}^{M} \sum_{k=0}^{L-2+N_s} \delta(k)|x_i(k)|^2, 
\]  
(4.53)
where
\[
\delta(k) = \begin{cases} 
  k + 1, & 0 \leq k \leq L - 2 \\
  L, & L - 1 \leq k \leq N_s - 1 \\
  N_s + L - k - 1, & N_s \leq k \leq N_s + L - 2 
\end{cases} 
\]
Since, \( N_s \) is much larger than \( L \), we have
\[
m \approx \frac{1}{MN_s} \sum_{i=1}^{M} \sum_{k=0}^{N_s-1} |x_i(k)|^2 = T(N_s). 
\]  
(4.54)
Chapter 5

Conclusions and Future Work

We presented dynamic spectrum sharing between the GSM operators. The proposed spectrum sharing algorithm is tested under different traffic conditions by modeling call arrival as independent poisson process. The tremendous increment of 38% in spectrum utilization is observed in two BS co-ordination case when one of BSs having less traffic load. The maximum spectrum efficiency gain of 3.4% in two BS co-ordination and 4.9% in three BS co-ordination is observed when all the BSs in co-ordination having same call arrival rate. ROC gives us an idea about traffic conditions under which co-ordination to be done and how much gain it will provide. Future work will try to address the delays involved in call setup procedure considered with different number of operators and DSS schemes. In future, we will try to do modifications to an existing GSM pricing so that it will be able to support proposed DSS schemes.
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