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Abstract

Spoken Term Detection (STD) is the task of searching a given spoken query word in large speech database. Applications of STD include speech data indexing, voice dialling, telephone monitoring and data mining. Performance of STD depends mainly on representation of speech signal and matching of represented signal.

This work investigates methods for robust representation of speech signal, which is invariant to speaker-variability, in the context of STD task. Here the representation is in the form of templates, a sequence of feature vectors. Typical representation in speech community Mel-Frequency Cepstral Coefficients (MFCC) carry both speech-specific and speaker-specific information, so the need for better representation. Searching is done by matching sequence of feature vectors of query and reference utterances by using Subsequence Dynamic Time Warping (DTW). The performance of the proposed representation is evaluated on Telugu broadcast news data.

In the absence of labelled data i.e., in unsupervised setting, we propose to capture joint density of acoustic space spanned by MFCCs using Gaussian Mixture Models (GMM) and Gaussian-Bernoulli Restricted Boltzmann Machines (GBRBM). Posterior features extracted from trained models are used to search the query word. It is noticed that 8% and 12% improvement in STD performance compared to MFCC by using GMM and GBRBM posterior features respectively. As transcribed data is not required, this approach is optimal solution to low-resource languages. But due to it’s intermediate performance, this method can not be immediate solution to high resource languages.

In the presence of labelled data i.e., in supervised setting, Hidden Markov Model (HMM)- Multi Layer Perceptron (MLP) hybrid model is employed to extract phonetic posterior features. Speech is segmented into phoneme labels by using HMM. Obtained phoneme segments are supplied to MLP training. It is observed that the information in phonetic posteriors contributed to 25% improvement is seen in STD performance compared to MFCCs. Effect of speaking mode of query words is also investigated in this approach. By careful selection of path weights in accumulated matrix calculation in DTW, great improvement in performance of STD system for query words recorded in isolated manner is observed.

It can be seen that speech information in MFCC is enhanced to extract better features for STD task. Minimal pair ABX (MP-ABX) tasks are used to analyse different features and develop insights into the nature of information in them. In this work, MFCC and features derived from analytic signal Frequency domain linear prediction (FDLP), instantaneous frequency (IF) coefficients are evaluated using MP-ABX tasks. FDLP features are derived from analytic magnitude and IF coefficients are derived from analytic phase of speech signals. The performance of the features derived from analytic representation are compared with performance of the MFCC. It is noticed that the magnitude based features- FDLP and MFCC delivered promising PaC, PaT and CaT scores in MP-ABX tasks, demonstrating their phoneme discrimination abilities. Combining FDLP features with MFCC had proven beneficial in phoneme discrimination tasks. The IF features performed well in TaP mode of MP-ABX tasks, emphasizing the existence of speaker specific information in them. The IF significantly outperformed FDLP, MFCC and their combination in speaker discrimination task.

Index Terms: Spoken Term Detection, GMM, GBRBM, HMM-MLP, Representation learning, Joint density estimation, Subsequence matching, DTW, MP-ABX.
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Chapter 1

Introduction

1.1 Introduction

It is difficult to manage and monitor increasing volumes of data on the internet. Resources can be efficiently managed, if only the required information can be retrieved from this data. In the case of speech data, we need to search and locate spoken query words in large volumes of continuous speech. This task is termed as Spoken Term Detection (STD). Some of the applications of STD include speech data indexing [1], data mining [2], voice dialling and telephone monitoring.

Audio search can be broadly categorized into keyword spotting (KWS) and spoken-term detection (STD), depending on the domain (text or audio) of the query supplied. In KWS task, the query word is supplied as text [3], [4]. Since the query word (text) and reference data (audio) are in two different domains, one of them needs to be transformed into the other domain to perform the search. Hence, the knowledge of the language and pronunciation dictionary is required to implement the KWS system. In the case of STD task, the query word is also supplied in the audio format [5], [6]. Since the reference and query are in the same domain, the STD task does not require the knowledge of pronunciation dictionary. However, it suffers from channel mismatch, speaker variability and differences in speaking mode/rate as opposed to KWS task. One of the main issues in STD is to device a robust and speaker-invariant representation for the speech signal, so that the query and reference utterances can be matched in the new representation domain. In this work, we compare and contrast the supervised and unsupervised approaches to learn robust speech-specific representation for the STD task.

In this work, we have used posterior representation of speech for developing the STD system. Posterior features are extracted in both unsupervised and supervised approaches. In the absence of labelled data, the posterior features are obtained using two unsupervised methods, namely, GMM and GBRBM. In supervised approach, HMM-MLP hybrid modelling is employed to extract phonetic posteriorgrams using labelled data. Experiments have been conducted on each of these techniques to choose optimal set of parameters. Subsequence DTW is applied on the posterior features to perform query search. Average Precision, \(P@N\), is used as an evaluation metric, which indicates the number of correctly spotted instances of the query word, out of total occurrences \(N\) of that word.

Speech and speaker information contained different representations MFCC, FDLP and IFCC are analysed by using MP-ABX tasks: PaC, PaT, CaT and TaP. DTW is used to find whether A or B is similar to X. Average error rate is computed as the ratio of total errors to total number of triplets.

Rest of the thesis is organized as follows: Chapter 2 highlights the importance of feature representation for the STD task, and presents a survey of state-of-the-art approaches for arriving at a robust representation. Unsupervised learning of representations from speech signals is discussed in Chapter 3 using Gaussian mixture models (GMM) and Gaussian Bernoulli Restricted Boltzmann Machine (GBRBM). Building STD system using phonetic posteriors, a representation learned using supervised approach, is discussed in Chapter 4. Evaluation
of features derived from analytic representation using minimal-pair ABX task is presented in Chapter 5. Chapter 6 summarizes the important contributions of this study, and directions to the important issues to be addressed in future.
Chapter 2

Literature Survey

2.1 Review of Approaches for STD

The task of STD can be accomplished in two important stages: (i) extracting a robust representation from the speech signal, and (ii) matching the representations obtained from reference and query utterances for detecting the possible locations.

2.1.1 Feature Representation for STD

Performance of STD system depends critically on the representation of the speech signal. The acoustic waveforms, obtained by measuring sound pressure levels, of a word uttered by two different speakers look completely different, and yet carry the same linguistic information. For example, the waveforms of the word “samaikhj” uttered by two different speakers is shown in Fig. 2.1(a). Though these two waveforms carry the same linguistic information, it is impossible to match them because of the natural variability (associated with fundamental frequency, rate of speech, context, etc.). Even though the similarity between them is better visible in the spectrogram representations, shown in Fig 2.1(b), still it is difficult to match them using a machine.

The variability associated with the spectrograms, in Fig 2.1(b), can be reduced by considering the average energies over a bands of frequencies. The mel-spaced filter bank energies, shown in Fig. 2.1(c), match better than the waveforms and their spectrograms. The cepstral coefficients derived from the mel-spaced filter bank energies, popularly called as mel-frequency cepstral coefficients (MFCCs), are the most widely used features in speech recognition systems [7]. Although they are well suited for the statistical pattern matching, like in HMMs for speech recognition, they may not be the best representation for template matching in the STD task. To illustrate this point, consider the task of searching the spoken query word “samaikhj” in the reference utterance “rasṭraṇi samaikhjanjanga uncaṇuṭi sīmaṇḍraṇeta”. The distance matrix \( D = [d_{ij}] \) between the MFCC features of the reference and query utterances, for matched speaker condition, is shown in Fig. 4.2(a). The element \( d_{ij} \) in the distance matrix denotes the Euclidean distance between the MFCC features of \( i^{th} \) reference frame and \( j^{th} \) query frame. The distance matrices shown in Fig 4.2(a) is a 3-dimensional representation, where x-axis denotes the sequence of reference frames, y-axis denotes the sequence of query frames, and intensity denotes the inverse of the pair-wise distances between reference and test frames. If the query word occurs in the reference utterance, then it is supposed to get reflected as an approximate diagonal path in the distance matrix. When the reference and query utterances are from the same speaker, there is a clear diagonal path in their distance matrix shown in Fig. 4.2(a). On the other hand, when the reference and query utterances are from different speakers, such a diagonal path can not be clearly spotted as in Fig. 4.2(b). This behaviour could be attributed to the speaker-specific nature of MFCC features, i.e., they do contain speaker-specific information. Notice that the MFCC features are used for speaker recognition also [8]. In the case of statistical pattern matching, the speaker-specific nature of MFCC features is normalized by pooling data from several different speakers. For STD also, we need to derive a robust speech-specific feature, from the speaker-independent
Figure 2.1: Illustration of suitability of phonetic posteriors for template matching of the word “samaik\textipa{h}ja” spoken by two different speakers. (a) Wave form (b) Spectrogram (c) Mel filter bank energies (d) MLP posteriors
Table 2.1: Summary of representation learning approaches for STD

<table>
<thead>
<tr>
<th></th>
<th>Discrete</th>
<th>Continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Supervised</strong></td>
<td>Sequence of phoneme-like labels</td>
<td>Sequence of posterior probability vectors of phonemes</td>
</tr>
<tr>
<td><strong>Pros:</strong></td>
<td>Good performance, faster matching</td>
<td>Good performance, phoneme decoding is not required</td>
</tr>
<tr>
<td></td>
<td>Requires transcribed data, language knowledge and pronunciation dictionary</td>
<td>Requires transcribed data, slower matching</td>
</tr>
<tr>
<td><strong>Unsupervised</strong></td>
<td>Sequence of cluster indices obtained from acoustic similarity</td>
<td>Sequence of posterior vectors obtained from a trained statistical/neural network models Eg: GMM [14], ASM [15], GBRBM [16]</td>
</tr>
<tr>
<td></td>
<td>Eg: Vector Quantization (VQ) [13]</td>
<td><strong>Pros:</strong> Does not require transcribed data, simple to implement and faster matching</td>
</tr>
<tr>
<td><strong>Cons:</strong></td>
<td>Poor performance</td>
<td>Requires transcribed data, optimal solution for low resource languages</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cons: Intermediate performance, slower matching</td>
</tr>
</tbody>
</table>

Component of MFCCs, for template matching.

A good feature representation for STD should be speech-specific, and at the same time, it should be robust to speaker and channel variability. Several attempts have been made to learn suitable representation from the data (MFCCs of any other feature) using statistical models and neural network models. Depending on the learning paradigm (supervised or unsupervised) and nature of the resultant representation (discrete or continuous), the representations for the STD are broadly classified into four categories. Table 2.1 presents the summary of different approaches to learn speech-specific representations for the STD task.

**Learning discrete representations using supervised approaches**

In this class of approaches, discrete representation is obtained using supervised approaches where labelled information is utilized. In [17], [9], [18] a well trained large Vocabulary Continuous Speech Recognizer (LVCSR) is used to convert the speech into text. Generally, it performs Viterbi search on word lattice to find the most probable sequence of words based on likelihoods of the trained acoustic models and the language model. It was observed that N-best hypothesis Viterbi search performs better than 1-best hypothesis, particularly when Word Error Rate (WER) of the system is high [19]. Variants of word lattices, namely, Word Confusion Network (WCN) [20], [21] and Position Specific Posterior Lattice (PSPL) [22] were proposed to achieve good performance for IN-Vocabulary (INV) words. For spotting the locations of the query word in the reference utterance, text based searching methods were employed on the machine generated text transcripts [23]. This method is suitable mainly for high resource languages, as it requires large amount of transcribed speech data for training the language specific LVCSR system. Since these are word based recognizers, despite the high recognition accuracies for INV words, it suffers from Out-of-Vocabulary (OOV) problem. That is, it can not handle words which are not in the predefined dictionary. In real-time implementation of query based search, encountering OOV words, like nouns, is very common. Hence, LVCSR based method can not be a practical solution even for high resource languages.

In order to address this issue, subword LVCSR based recognizers [10], [24], [17] were proposed, where recognition is done based on subwords instead of words. Since any word can be represented with basic subword (like phonemes) set, it is possible to recognize any word using subword recognizers. But the performance of subword-based recognizers deteriorates for INV in comparison to LVCSR based recognizers. The evidences from both phonetic and word lattices are combined to improve the performance [19], [25]. Generally, in subword based techniques, words are represented using phonetic lattices. In the matching stage, query search is accomplished by matching the phonetic lattices of the words. Despite of its good performance and faster
matching, it is not a practical solution for low resource languages which do not have enough labelled data.

**Discrete representation using unsupervised approaches**

This class of approaches do not use labelled information to obtain discrete representation. Vector Quantization (VQ) can be employed to represent speech as a sequence of discrete symbols, in an unsupervised manner [13]. In this method clustering is performed on feature vectors extracted from speech signal, and the set of mean vectors is stored as a codebook for representing speech. Feature vectors, derived from speech signal, can be represented as a sequence of codebook indices depending on their proximity to the cluster centres. In the matching stage, the sequence of codebook indices, obtained from the reference and query utterances, can be matched using approximate substring matching techniques [26]. Although this method does not require transcribed data and can be implemented with less complexity, its performance is significantly lower than the supervised approaches.

**Continuous representation using supervised approaches**

Conversion of speech signal into a discrete sequence of phonemes, like in LVCSR, is less accurate because of the high degree of confusion among certain phonemes, especially among stop consonants. For example, the phoneme /k/ gets confused with /g/, and phoneme /d/ often gets confused with /t/ and /D/ and so on. This can lead to poor transcription of reference and query utterances, resulting in lower STD performance. However, unlike speech recognition, STD task does not require the conversion of speech signal into sequence of phonemes. It was shown that phonetic posteriors, i.e., probability of the phoneme given the observed feature vector, are better suited for the STD task [27]. The posterior vector \( y \) for an observed feature vector \( x \) is defined as

\[
y = [P(c_1/x) \ P(c_2/x) \ P(c_3/x) \cdots \ P(c_M/x)]^T
\]

where \( P(c_i/x) \) denotes probability of frame \( x \) belonging to the \( i^{th} \) phoneme class \( c_i \), and \( M \) denotes number of classes. The sequence of posterior vectors, commonly referred to as posteriorgram, forms a template representation of speech segment.

Phonetic posteriograms are extracted using well trained phoneme recognizers, built using hidden Markov models (HMMs) or Multilayer perceptrons (MLP) [28], [12]. It was shown that the phonetic posterograms extracted using deep Boltzmann machines (DBM) are useful when limited amount of transcribed data is available [29]. In the next stage, dynamic time warping (DTW) is used to match the posteriograms extracted from the reference and query utterances.

Representing under resourced languages using well built multiple phone recognizers, each trained with one high resource language, was also explored by many researchers, and they were briefly summarized in [5], [6]. The features extracted from each recognizer for a given query, which can be from low resource language, were used to represent that query. However, all these approaches require labelled data in at least one language, which may not be feasible always.

**Continuous representation using unsupervised approaches**

Even though the supervised approaches are successful, they cannot be applied on a new language or under-resourced language, where manual transcriptions are not readily available. In such cases, unsupervised methods are preferred for posterior extraction [14], [15]. Most of the unsupervised posterior extraction methods rely on estimating the joint probability density of the feature vectors of the speech signal. Gaussian mixture model (GMM) has been used for estimating the density function of the speech data and, there by, posterior extraction [14]. One drawback with this method is that GMM cannot model the temporal sequence in which the feature vectors have evolved. In order to address this issue, Acoustic Segment Models (ASM), which take temporal structure of speech into account, were proposed [15]. In this approach, each pseudo phoneme class is modelled as a HMM, where the class labels were obtained from pre-trained GMM. The classes represent
pseudo phoneme like units, as they were obtained based on their acoustic similarity rather than their linguistic identity. It was shown that ASM outperforms well trained phoneme recognizer in language mismatched environment, and also GMM modelling. In the matching stage, a variant of DTW was used on GMM/ASM posteriors for searching the query word in the reference utterance. It was observed that the performance improves significantly by applying speaker normalization techniques, like Constrained Maximum Likelihood Linear Regression (CMLLR) and Vocal Tract Length Normalization (VTLN).

### 2.1.2 Template Matching of Feature Representations

Statistical behaviour of vocal tract system makes it impossible to generate two exactly similar speech segments in natural speech. So, no two speech utterances have equal durations of phonemes, and they are distributed non-linearly. In all the two stage approaches, matching stage plays crucial role in bringing out the excerpts of queries from continuous speech. Searching time and memory requirement are two main constraints in matching. Different matching methods are followed based on the representation of speech. In discrete representation, query words are represented as sequence of symbols or lattices. In [30], three methods for matching lattices were presented: Direct index matching, edit distance alignment and full forward probability. In the case of continuous representation, speech is represented as sequence of frames called as template. Matching templates was attempted in [31] using DTW. Degree of similarity of two given utterances can be approximated through cost of optimal path of DTW. Limitation of DTW is that durations of two utterances used for matching should be comparable, otherwise the computed similarity score denotes the closeness of long utterance with small utterance, like spoken word which are not comparable. Segmental DTW [32], subsequence DTW [33], unbounded DTW [34] and information retrieval DTW (IR-DTW) [35] are few of the variants of DTW, which are tuned to search queries in continuous speech. Improvements to IR-DTW using hierarchical K-means clustering was proposed in [36].

In [32], segmental DTW was proposed for unsupervised pattern discovery. In this technique, starting point in one utterance was fixed, and DTW was applied with a constraint on the degree of warping path. Starting point was slid through the chosen utterance. In the next step, the obtained paths at each point were refined using length-constrained minimum average (LCMA) algorithm [37] to get minimum distortion segments. In [14], modified segmental DTW, where LCMA is not applied on the paths, was used to accomplish STD goal. As this method requires DTW at periodic intervals of time in either of the two utterances, it requires high computation and memory resources, making it practically impossible on large archives.

In [33], subsequence DTW was proposed for STD task where calculation of accumulated matrix is different from conventional DTW. In the conventional DTW, dissimilarity values along the reference utterance were accumulated forcing the backtracked path to reach first frame. Using the fact that query can start from any point in the reference utterance, accumulation of values along first row of the reference utterance was not done, which makes the back-traced path to end at any point in reference utterance. Path was backtracked from minimum accumulated distortion.

In [35], IR-DTW was proposed for the STD task, in which memory requirement was reduced by avoiding calculation of full distance matrix. Starting indices in both query and reference utterances were chosen, based on exhaustive similarity computation. By using non-linear subsequence matching algorithm, ending indices were found, and the best matching segments were filtered. This algorithm can be scaled up for large amounts of data with reduced memory requirements. When query term contains multiple words, or if query term is not present exactly in the reference utterance, but parts of query term are jumbled in the reference utterance (like in QUESST task in MediaEval 2015), then this method is useful. This method was further improved using K-means clustering algorithm instead of exhaustive distance computation [36]. By imposing constraints on similarity score on matching paths, searching can be made faster as in [38], [39], [40].
Chapter 3

Unsupervised Approaches

Main objective of modelling techniques is to build a system which can discriminate different classes of inputs. In unsupervised approaches, this goal is accomplished without using labels. In the case of low resource languages, where less or no labelled data is available, unsupervised approaches can be a promising solution. In this study, generative models, namely GMM and GBRBM, are studied for unsupervised posterior feature extraction.

3.1 Posterior extraction using GMM

Mixture models capture the underlying statistical properties of data. In particular, GMM models the probability distribution of the data as a linear weighted combination of Gaussian densities. That is, given a data set \( X = \{x_1, x_2, \ldots, x_n\} \), the probability of data \( X \) drawn from GMM is

\[
p(X) = \sum_{i=1}^{M} w_i \mathcal{N}(X/\mu_i, \Sigma_i) \tag{3.1}
\]

where \( \mathcal{N}(\cdot) \) is Gaussian distribution, \( M \) is number of mixtures, \( w_i \) is the weight of the \( i^{th} \) Gaussian component, \( \mu_i \) is its mean vector and \( \Sigma_i \) is its covariance matrix. The parameters of the GMM \( \theta_i = \{w_i, \mu_i, \Sigma_i\} \) for \( i = 1, 2, \ldots, M \), can be estimated using Expectation Maximization (EM) algorithm [41].

Fig. 3.1 illustrates the joint density capturing capabilities of GMM, using 2-dimensional data uniformly disturbed along a circular ring. The red ellipses, superimposed on the data (blue) points, correspond to the locations and shapes of the estimated Gaussian mixtures. In the case of 4-mixture GMM, with diagonal covariance matrices, the density was poorly estimated at odd multiples of 45°, as shown in Fig. 3.1(a). As the number of mixtures increases, the density is better captured as shown in Fig. 3.1(b). Since the diagonal matrices cannot capture correlations between dimensions, the curvature of the circular ring is not captured well. In the case of diagonal covariance matrices, the ellipses are aligned with the xy-axes as shown in Fig. 3.1(a) and Fig. 3.1(b). The density estimation can be improved using full covariance matrices, as shown in Fig. 3.1(c). However, this improvement comes at the expense of increased number of parameters and computation. We need to estimate \( M(2D + 1) \) parameters for an \( M \)-mixture GMM, with diagonal covariances, where \( D \) is the dimension of the data. For a GMM with full covariance matrices, we need to estimate \( M(0.5D^2 + 1.5D + 1) \) parameters, which in turn requires large amount of data.

Given a trained GMM and a data point \( x \), the posterior probability that it is generated by the \( i^{th} \) Gaussian component \( c_i \) can be computed using the Bayes’ rule as follows:

\[
P(c_i/x) = \frac{w_i \mathcal{N}(x/\mu_i, \Sigma_i)}{p(x)} \tag{3.2}
\]

The vector of posterior probabilities for \( i = 1, 2, \ldots, M \) is called Gaussian posterior vector. Gaussian posterior
Figure 3.1: Illustration of distribution capturing capability of GMM. GMM trained with diagonal covariance matrices (a) 4-mixtures (b) 10-mixtures and (c) 10-mixture GMM trained with full covariance matrices
Table 3.1: Results of STD system using MFCC and GMM posteriorgrams with 64-mixtures GMM

<table>
<thead>
<tr>
<th>Metric</th>
<th>MFCC Euclidean Distance</th>
<th>GMM-64 Dot Product</th>
<th>KL Divergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>P@N</td>
<td>45.68%</td>
<td>42.89%</td>
<td>51.89%</td>
</tr>
<tr>
<td>P@2N</td>
<td>54.91%</td>
<td>50.68%</td>
<td>63.08%</td>
</tr>
<tr>
<td>P@3N</td>
<td>60.81%</td>
<td>55.67%</td>
<td>67.77%</td>
</tr>
<tr>
<td>P@4N</td>
<td>63.23%</td>
<td>58.54%</td>
<td>71.55%</td>
</tr>
<tr>
<td>P@5N</td>
<td>64.29%</td>
<td>60.96%</td>
<td>73.67%</td>
</tr>
</tbody>
</table>

representation was found be better suited for STD than the MFCC coefficients [14], [42].

3.1.1 STD using Gaussian posteriors

In this study, a GMM is built by pooling MFCC feature vectors extracted from 5 hours of speech data collected from different Telugu news channels. Our STD system is evaluated on 1 hour of news data with 30 query words listed in Table.4.4 which are written in IPA script. Using this model, the reference and query utterances are represented as a sequence of GMM posterior features. Speaker invariant nature of GMM posteriors is illustrated, in Fig. 4.2(c) and 4.2(d) using the task of searching for a query word “samaik:ja” in the reference utterance “rasitra:ni samaik:janga unaac:antu simamdranetala.” We have considered two cases: the query word is from the same speaker as the reference utterance and the query word is from a different speaker. Euclidean distance and symmetric Kullback-Leibler Divergence (KL divergence) are used to find the distance between two MFCC and two posterior features, respectively. The distance matrices computed from MFCC features of reference and query utterances are shown in Fig. 4.2(a) and 4.2(b). The distance matrices computed from GMM posterior features are shown in Fig. 4.2(c) and 4.2(d). In the case of matched speakers, there is a DTW path at correct location, indicating the presence of query word in the reference utterance, in distance matrices computed from both MFCC and posterior features. When the speakers do not match, the desired location of query word is successfully found in the distance matrix computed from the GMM posterior features, but not from the MFCC features. This case study depicts the speaker-invariant nature of GMM posterior features, and thereby their effectiveness in STD.

Subsequence DTW is used to match the GMM posteriorgrams of reference and query utterances, to perform the STD task. Each vector in posteriorgram can be interpreted as a probability distribution. If any element in posterior vector \( y \) is zero then the KL divergence with any other vector is infinity, which is not desired. To avoid this, smoothing method is suggested in [12]. So, the new posterior vector \( y_{\text{new}} \) is

\[
y_{\text{new}} = (1 - \lambda)y + \lambda u
\]

where \( u \) is a sample vector drawn from uniform distribution \( U \), and \( \lambda \) is smoothing constant. For all experiments in this study, \( \lambda \) is empirically chosen as 0.01. Performance of STD system is evaluated in terms of average precision (P@N), where \( N \) is number of occurrences of the query in the reference utterance. The evaluation metric \( P@N \) is calculated as proportion of query words located correctly in top \( N \) hits from reference utterance. Detected location is chosen as hit, if it overlaps more than 50% with reference location.

Importance of local distance measure used in Subsequence DTW for different input features is tabulated in Table 3.1. For this experiment 64-mixtures GMM is used. It is observed that for euclidean distance measure, MFCC features are better than GMM posteriors. However, when negative logarithm of dot product and KL divergence are used as local distance measures combined with GMM posteriorgrams, our STD system performance is improved by 9% and 10.21% respectively compared to euclidean distance measure. This shows that euclidean distance is not suitable to find the distance between two probability distributions. For all the remaining experiments KL divergence is used as local distance measure. Table 3.1 also shows results for
Table 3.2: Effect of number of mixtures in GMM on STD performance

<table>
<thead>
<tr>
<th>Metric</th>
<th>MFCC</th>
<th>GMM-16</th>
<th>GMM-32</th>
<th>GMM-64</th>
<th>GMM-128</th>
</tr>
</thead>
<tbody>
<tr>
<td>P@N</td>
<td>45.68%</td>
<td>46.20%</td>
<td>48.90%</td>
<td>53.10%</td>
<td>52.80%</td>
</tr>
</tbody>
</table>

Figure 3.2: Network architecture of a Restricted Boltzmann Machine

different values of k. As k increases, more number of query words can be retrieved. The number of query words that can be recovered in top 2N hits using MFCCs can be located in top N hits using GMM posteriorgrams. We can recover all instances of a query using GMM posteriorgrams for smaller value of k.

The performance of the STD system, with varying number of Gaussian components, is given in Table 3.2 with symmetric KL divergence as distance measure. The performance of the system is improved as the number of mixtures increase. It can be seen that for GMM trained with less number of mixtures the STD performance is low, which could be due to clustering of multiple phonemes under same mixture. The lower performance of 128-mixture GMM may be attributed to association of each phoneme class with more than one mixture. It can be clearly seen that GMM posteriors are more robust across speakers, giving better STD performance over MFCC. However, STD performance can be improved further by exploiting dependencies between dimensions. In the next section, extraction of posterior features using GBRBM is explained in which these correlations are be captured with less number of parameters to be estimated.

3.2 Posterior Extraction using GBRBM

A Restricted Boltzmann machine (RBM) is an undirected bipartite graphical model with visible and hidden layers. In contrast to a Boltzmann machine, intra-layer connections do not exist in RBM, and hence the word restricted. Example architecture of RBM is shown in Fig. 3.2. In an RBM, the output of a visible unit is conditionally Bernoulli given the state of hidden units. Hence the RBM can model only binary valued data. On the other hand in a GBRBM, the output of a visible unit is conditionally Gaussian given the state of hidden units, and hence it can model real valued data. Both in RBM and GBRBM, the output of a hidden unit is conditionally Bernoulli, given the state of visible units, and hence can assume only binary hidden states. Since the same binary hidden state is used to sample all the dimensions of the visible layer, GBRBM are capable of modelling correlated data.

A GBRBM can be completely characterized by its parameters, i.e., weights, hidden biases, visual biases and variances of the visible units. Since the hidden layer activations are stochastic, any initialization works but badly initialized models require large number of iterations to get converged. For example, initializing all weights to zeros or very large values make large percentage of hidden activations to 0 or 1 which are not representatives of input data point. Usually, weight matrix is initialized to small random values sampled from zero-mean Gaussian distribution. The GBRBM associates an energy for every configuration of visible and hidden states. The parameters of the GBRBM are estimated such that the overall energy of GBRBM, over the ensemble of training data, reaches a minima on the energy landscape. The energy function for GBRBM, for a
particular configuration of real-valued visible state vector \( v \) and binary hidden state vector \( h \), is defined as [43]

\[
E(v, h) = \sum_{i} \frac{(v_i - b_i)^2}{2\sigma^2_i} - \sum_{j} b_j h_j - \sum_{i} \sum_{j} \frac{v_i}{\sigma_i} h_j w_{ij},
\]

(3.3)

where \( V \) and \( H \) are total number of visible and hidden units, \( v_i \) is the state of \( i^{th} \) visible unit, \( h_j \) is the state of \( j^{th} \) hidden unit, \( w_{ij} \) is the weight connecting the \( i^{th} \) visible unit to the \( j^{th} \) hidden unit, \( b_i \) is the bias on the \( i^{th} \) visible unit, \( b_j \) is the bias on the \( j^{th} \) hidden unit, \( \sigma_i \) is the variance of the \( i^{th} \) visible unit.

The joint density of the visible and hidden unit states is related to the energy of the network as

\[
p(v, h) \propto e^{-E(v,h)}
\]

(3.4)

The parameters of the GBRBM are estimated by maximizing the likelihood of the data. Because of the issues in tractability of true gradient of the likelihood, Markov Chain Monte Carlo (MCMC) approximation methods were used to train RBMs. Contrastive Divergence (CD) [44] is one such technique which is proven to work well in practice. Energy of the system which is directly related to likelihood, is minimized in CD algorithm. In one cycle of CD algorithm, CD$_i$, the probability of firing of a hidden unit, \( j \), is activation of sigmoid function for an input of weighted sum of previous layer (visible layer) activations as shown in the following equation. Since the hidden units are stochastic, output is forced to be 1 if output of activation function is greater than a random number sampled from uniform distribution [0, 1]. Binary activations are sent back to visible layer for reconstruction. Visible units are assumed to be Gaussian in GRBBM. Visible activations are sampled from Gaussian distribution with mean equal to weighted sum of inputs from hidden layer and learnt variance. For the second cycle of CD, these reconstructions are fed back as input to visible units. The updates for the parameters can be estimated using Contrastive Divergence (CD) algorithm, as follows:

\[
\Delta w_{ij} \propto \left( \frac{v_i h_j}{\sigma_i} \right)_{data} - \left( \frac{v_i h_j}{\sigma_i} \right)_{recall}
\]

\[
\Delta b_i^v \propto \left( \frac{v_i}{\sigma_i} \right)_{data} - \left( \frac{v_i}{\sigma_i} \right)_{recall}
\]

\[
\Delta b_j^h \propto \left( \frac{h_j}{\sigma_j} \right)_{data} - \left( \frac{h_j}{\sigma_j} \right)_{recall}
\]

\[
\Delta \sigma_i \propto \langle \gamma \rangle_{data} - \langle \gamma \rangle_{recall}
\]

where

\[
\gamma = \frac{(v_i - b_i)^2}{\sigma_i^3} - \sum_{j=1}^{H} \frac{h_j w_{ij} v_i}{\sigma_i^2}
\]

and \( \langle \cdot \rangle_{data} \) denotes expectation over the input data, and \( \langle \cdot \rangle_{recall} \) denotes expectation over its reconstruction.

During each cycle of CD, the energy associated with the joint configuration of visible and hidden states is supposed to decrease, although there is no theoretical guarantee. After a large number of iterations, the expectation of the energy does not change any more, indicating thermal equilibrium of the network. At thermal equilibrium, the GBRBM models the joint density of the training data. A well trained GBRBM model is capable of generating the data points which resemble the training data.

In the problem of learning underlying probability distribution, probability of a test data point drawn from current model gives an idea of usability of model. But it is difficult to compute probability in the case of GBRBM as calculation of partition function is computationally intensive. However, comparison of free energies of training data and validation data is enough as probability is directly related to free energy. Large difference between free energies of validation data and training data denotes model overfitting. Generally, overfitting occurs when number of examples used for training are not sufficient to estimate model parameters. Generalizability is required for a model to be usable for a test data point unseen in the training data. For a test data point supplied to overfitted model, the outcome is erroneous which can not be expected before hand.
Figure 3.3: Illustration of distribution capturing capability of GBRBM. Left: Original training data (blue), and mean of the unbiased samples generated by trained GBRBM (red), Middle: Original training data (blue), and unbiased samples generated by GBRBM (red), Right: captured density plot. GBRBM plots trained with (a) 3 (b) 10 (c) 200 hidden layer neurons.
Overfitting can be avoided by using several techniques: Cross-validation, Regularization, early stopping. In this work, regularization is used to avoid overfitting. Sparsity and weight-decay terms are added in update equations for regularization. Reconstruction error can be used to monitor progress of learning but cannot be relied entirely as it does not correlate with objective function, energy equation. It is the difference between input data point and reconstructed visible activations.

The distribution capturing capability of GBRBM is illustrated, in Fig. 3.3, with 2-dimensional data uniformly distributed along a circular ring. First column shows the mean of the unbiased samples generated by the model, second column shows the reconstructed data points, and third column shows the estimated density function. Input data points are plotted as blue ‘o’ and reconstructions are plotted as red ‘+’. A GBRBM with different number of hidden units is trained, to capture the joint density of this data, for 200 cycles using CD. The number of hidden units plays an important role in capturing the distribution of input data. For a GBRBM with $H$ hidden units, the hidden state vector can take at most $2^H$ binary configurations. However, only a few of those $2^H$ hidden states sustain at the thermal equilibrium of the network. Hence, the reconstructed visible state can take a maximum of $2^H$ different mean vectors. The mean visible layer activations, for a GBRBM with 3 hidden units is shown in Fig. 3.3(a). In this case the mean of the circular ring is approximated by a hexagon, i.e., with 6 (out of $<2^3$ possible) stable states at thermal equilibrium. As the number of hidden units increase, the number of possible stable states also increase, leading to a better approximation of the mean of the input data. The mean of the unbiased samples generated by a GBRBM with 10 hidden units, in Fig. 3.3(b), faithfully estimated the mean of the circular ring. When the number of hidden units is further increased to 200, the mean activations are spread over input data leading to a overfit. The data distributions captured by GBRBMs, with different hidden units, are shown in the third column of Fig. 3.3. It is clear that the GBRBM with 10 hidden units has captured the input distribution better.

The variance parameters of the visible units also influence the distribution capturing capabilities of the GBRBM. Usually, when the GBRBM is used to pre-train the first layer of an MLP the variances are simply set to one. However, variance learning is necessary when GBRBM is used to capture the joint density of the input data. Fig. 3.4 shows the density captured by GBRBM, with 10 hidden units, trained without variance parameter. Clearly, without variance learning, the GBRBM failed to capture the underlying joint density of the data.

From computational point of view, number of parameters to be estimated in GBRBM are $NM + N + 2M$ which is very high as number of neurons increase which results in data insufficiency. To overcome this problem, sparsity constraint [45] has been enforced on hidden layer activations through which many hidden neurons are forced to zero activations resulting in fewer parameters which is also helpful for better generalizability of the model. With very less number of parameters to be estimated, dependencies can be exploited using GBRBM thus avoiding the problem of data insufficiency. It is also observed that GBRBM captures distribution very...
well compared to GMM in any case as can be seen from Fig. 3.1 and Fig. 3.3. But GBRBM has a limitation that it is very difficult to train to obtain optimal parameters.

### 3.2.1 STD using GBRBM Posteriors

A GBRBM, with 50 hidden units, is trained, using 39-dimensional MFCC features, obtained from 5 hours of news data, to capture the density of the speech data in the acoustic space. The marginal densities of the original (blue) and estimated (red) MFCC features are shown in Fig. 3.5. The marginal densities of the first 12 MFCC features is shown to illustrate the effectiveness of GBRBM in capturing the joint density of the data. In this chapter, the state of the hidden units, at thermal equilibrium, is used as a feature for STD task. The probability that the \( j \)-th hidden neuron assumes a state of ‘1’, given the state of the visible units (MFCC features) is computed as

\[
P(h_j = 1 \mid v) = \text{sigmoid} \left( \sum_{i=1}^{V} \frac{v_i}{\sigma_i} w_{ij} + b_j \right)
\]

The posterior probability vector, representing the state of all the hidden units, is used to match the reference and query utterances. The distance matrices computed from GBRBM posteriors, with symmetric KL divergence, for matched and mismatched speaker conditions are shown in Fig. 4.2(e) and Fig. 4.2(f), respectively. In the case of mismatched speakers, the distance matrix computed from GBRBM posteriors helped to spot correct location of the query word as shown in Fig. 4.2(f), which is not the case using distance matrix computed from MFCC features as shown in Fig. 4.2(b). Hence the GBRBM posterior representation is better than MFCC features for STD task.

Our STD system is evaluated on 1 hour of read news data with 30 query words listed in Table 4.4. The performance of STD system built with GBRBM posteriors is given in Table 3.4. GBRBM-NV denotes GBRBM trained without variance parameter learning. In this case, STD performance is no better than MFCC which denotes that density of input data is not captured. The performance of the GBRBM posteriors is slightly better than the GMM posteriors which can be attributed to ability of GBRBM to exploit the dependencies between
### Table 3.3: Results of STD with various number of hidden neurons

<table>
<thead>
<tr>
<th>Metric</th>
<th>GBRBM hidden neurons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30</td>
</tr>
<tr>
<td>$P@N$</td>
<td>50.83%</td>
</tr>
</tbody>
</table>

### Table 3.4: Performance comparison of STD systems built using different unsupervised posterior representations

<table>
<thead>
<tr>
<th>Metric</th>
<th>MFCC</th>
<th>GMM</th>
<th>GBRBM-NV</th>
<th>GBRBM</th>
<th>GBRBM+GMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P@N$</td>
<td>45.68%</td>
<td>53.10%</td>
<td>45.84%</td>
<td>57.64%</td>
<td>59.91%</td>
</tr>
</tbody>
</table>

dimensions of input data. Since GMM and GBRBM are two different unsupervised data modeling techniques, the evidences from both these systems are combined linearly. The performance of the combined system is better than the performance of either of the systems alone.

### 3.3 Conclusion

In this chapter, unsupervised approaches GMM and GBRBM are explored to extract robust features for STD task. It is observed that using GMM, joint density of input data can be better captured with sufficiently high number of mixtures. But with number of mixtures, complexity of the model also increases enormously leading to data insufficiency. Through experiments it is found that for 64 mixtures GMM, approximately 7.5% improvement is observed compared to MFCC proving robustness of GMM posteriors. Further improvement in STD performance is achieved by using GBRBM posteriors. It is shown through experiments that optimal number of hidden units are required for better generalization of trained GBRBM model. Less number of hidden units leads to underfitting and memorization of training data occurred with more number of hidden units. Number of hidden units is chosen through experiments on speech data. It is learnt that variance parameter is crucial in capturing joint density and GBRBM posteriors extracted without variance learning are no good than MFCC in STD task. It is understood that GBRBM posteriors are more robust than GMM posteriors as around 4.5% improvement is observed compared to GMM posteriors. Further improvement is observed with the fusion of GMM and GBRBM posteriors indicating presence of complimentary information in them.
Chapter 4

Supervised Approaches

In supervised approaches, hidden patterns in the input data are captured with the help of labelled information. Generally, training in these approaches include optimal mapping of input samples to target class. A combination of generative and discriminative models have proven to be effective for complex classification tasks, like speech recognition [46]. Generative models estimate joint density of the input data, while discriminative models capture the boundaries between the classes. Examples for generative models include GMM, HMM, Restricted Boltzmann Machines (RBM) and Gaussian-Bernoulli RBM (GBRBM). Examples for discriminative models include Support Vector Machines (SVM), and Multi Layer Perceptron (MLP). In this work, HMM-MLP hybrid modelling is attempted for posterior extraction.

4.1 Posterior Extraction using Hybrid HMM-MLP

It was shown that a combination of HMM-MLP hybrid modelling is better suited for phoneme recognition, than either one of them alone [47]. In the HMM-MLP hybrid modelling, HMM is aimed at handling the varying length patterns, while the MLP is aimed at estimating the non-linear discriminant functions between the phoneme classes. In this approach, phoneme boundaries obtained from HMM are used to train MLP. The phonetic posteriorgrams, estimated from HMM-MLP hybrid modelling, can be used as a representation for STD task.

4.1.1 Speech segmentation using HMM

HMMs are doubly stochastic models, and can be used to model non-stationary signals like speech. Assuming that a state represents a specific articulatory shape of the vocal tract, the speech signal (observation sequence) can be represented by a sequence of states. Here, the state sequence is not known (hidden) to us. Through HMM training, parameters of each state are obtained to capture the statistical properties of speech signal in that state. Generally, each phoneme is modelled using a three-state left-right HMM, assuming that the phoneme is produced in 3 phases. For example, the production of a stop-consonant consist of three main phases, namely, closure phase, burst phase and transition phase into succeeding phoneme. More number of states can also be used for better modelling, but it requires large amount of data for training. In this evaluation, each phoneme is modelled as a three-state HMM with 64 Gaussian mixtures per state. Labelled speech data is used to estimate the parameters of the HMM, which include the initial probabilities, emission probabilities and state-transition matrices, using Baum-Welch algorithm [48]. The trained HMM models are used to align the manual transcriptions with the speech data, to obtain the phoneme boundaries. The phoneme boundaries obtained from forced alignment are used for training a Multi Layer Perceptron (MLP).
Table 4.1: Recognition accuracy for using different number(C) of phoneme grouping

<table>
<thead>
<tr>
<th>C</th>
<th>HMM</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>77.88</td>
<td>81.87</td>
</tr>
<tr>
<td>15</td>
<td>70.6</td>
<td>76.02</td>
</tr>
<tr>
<td>25</td>
<td>69.51</td>
<td>74.24</td>
</tr>
<tr>
<td>45</td>
<td>62.68</td>
<td>69.11</td>
</tr>
</tbody>
</table>

4.1.2 Extraction of Phonetic Posteriors using MLP

A multilayer perceptron (MLP) is a feed forward artificial neural network model that maps sets of inputs onto a set of appropriate outputs. An MLP consists of multiple layers of nodes in a directed graph, as in Fig. 4.1, with each layer fully connected to the next one. Each node, in the hidden and output layers, is a neuron (or processing element) with a non-linear activation function. Sigmoid and hyperbolic tangent activation functions are typically used in the hidden layers, while softmax activation function is used in the output layer. The output of the softmax function can be interpreted as posterior probability of the class given the input frame. The weights of the network can be learnt, using back-propagation algorithm, by maximizing the cross entropy between the estimated posteriors and actual phoneme labels [49].

![MLP Network](image)

Figure 4.1: MLP Network. X and Y are the input and output vectors respectively. D, Z and M denote the number nodes at the input, hidden and output layer respectively. \( f_1 \) and \( f_2 \) denotes the activation functions at hidden and output layer respectively.

Unlike GMM, an MLP can be trained with higher dimensional correlated data. Hence, context information can be learnt using MLP by presenting concatenated speech frames as input. A context of 13-frames is used with 39-dimensional MFCC features to form a 507 (39 x 13) dimensional input feature vector. Phoneme labels obtained from the HMM forced alignment are used as output classes. An MLP with single hidden layer, having 1000 sigmoid units, is trained to map the input feature vectors to the phoneme label. The performance of HMM-MLP hybrid approach is evaluated on 5 hours of Telugu broadcast news data, in which 3 hours of data is used for training and the remaining 2 hours was used for testing the system. The performance of HMM-MLP hybrid approach is shown in Table 4.1 for different configurations of phoneme groupings as given in Table 4.2. The performance of HMM system alone is also given for comparison. The HMM-MLP hybrid system is consistently better than the HMM alone. As the number of classes increase, there is a gradual drop in the recognition accuracy.
Table 4.2: Grouping of the phonemes into different classes

| Classes | a | i | ı | ı | u | ü | e | o | V | s | h | f | m | n | k | g | c | ch | z | j | h | \textcircled{h} | \textalpha |
| 6 classes | a | i | ı | u | ü | e | o | V | s | h | f | m | n | k | g | c | ch | z | j | h | \textcircled{h} | \textalpha |
| 5 classes | a | i | ı | u | ü | e | o | V | s | h | f | m | n | k | g | c | ch | z | j | h | \textcircled{h} | \textalpha |
| 4 classes | a | i | ı | u | e | o | V | s | h | f | m | n | k | g | c | ch | z | j | h | \textcircled{h} | \textalpha |

Table 4.3: Average performance of STD obtained with different phoneme classes

<table>
<thead>
<tr>
<th>Metric</th>
<th>6 classes</th>
<th>15 classes</th>
<th>25 classes</th>
<th>45 classes</th>
<th>raw MFCCs</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P@N)</td>
<td>44.05</td>
<td>77.65</td>
<td>80.13</td>
<td>72.36</td>
<td>45.68</td>
</tr>
<tr>
<td>(P@2N)</td>
<td>55.68</td>
<td>86.50</td>
<td>89.13</td>
<td>80.57</td>
<td>54.91</td>
</tr>
<tr>
<td>(P@3N)</td>
<td>59.17</td>
<td>88.10</td>
<td>90.75</td>
<td>82.39</td>
<td>60.81</td>
</tr>
</tbody>
</table>

4.1.3 STD using Phonetic Posteriors

The MFCC features extracted from every 25 ms frame of speech signal is converted into phonetic posterior representation using the trained MLP. Since phonetic posteriors are obtained from the MLP, trained with large amount of speech data collected from several speakers, they are more robust to speaker variability. Hence they are better suited for the STD, than the raw MFCC features. Phonetic posteriors of word “sama\textalpha ik\textbeta jo” spoken by two different speakers are shown in Fig. 2.1 which can be better matched. Speaker invariant nature of phonetic posteriors is illustrated, in Fig. 4.2(g) and 4.2(h). The distance matrices computed from MFCC features of reference and query utterances are shown in Fig. 4.2(a) and 4.2(b). The distance matrices computed from posterior features are shown in Fig. 4.2(g) and 4.2(h). In the case of matched speakers, there is a DTW path at correct location, indicating the presence of query word in the reference utterance, in distance matrices computed from both MFCC and posterior features. When the speakers do not match, the desired location of query word is successfully found in the distance matrix computed from the MLP posterior features, but not from the MFCC features. This shows the robustness of phonetic posteriors to speaker variability.

Subsequence DTW is employed to match the posterior features extracted from the reference and query utterances, and detect the possible matching locations of query in the reference utterance. This method is evaluated on 1 hour of Telugu broadcast news data with 30 query words spliced from continuous speech data. The performance of the STD system obtained with different phoneme classes is given in Table 4.3. Even though the phoneme recognition accuracy increased with reducing the number of phoneme classes, it did not result in improved STD. There is a significant decrease in \(P@N\) from 15 to 6 classes. Since several phonemes are grouped together into a single class, the number of false matches increases, and results in poor performance. The best performance was achieved with 25 phoneme classes, in which the aspirated and unaspirated stop constants produced at the same place of articulation are grouped together. Hence 25 phoneme classes are used for all further studies in this chapter.

The performance of the HMM-MLP system is much better than the performance of the unsupervised posteriors obtained from GMM and GBRBM. This is because the phonetic posteriors are obtained using a supervised approach, while the GMM and GBRBM posteriors are extracted without using labelled information.

The performance of the STD system, built using different posterior features, on 30 query words from Telugu language is presented in Table 4.4. Assuming that the probability of misclassification is same for all the syllables, miss rate of longer query words is less compared to smaller query words. On an average, this can be observed in the Table 4.4 for all representations. For longer query words, the performance is almost similar, with all the three representations, but for smaller query words HMM-MLP posterior features perform better than GMM and GBRBM posteriors.
Figure 4.2: Illustration of effectiveness of posterior features for STD over MFCC. Distance matrix along with DTW path computed from (a) MFCC features for matched speakers, (b) MFCC features for mismatched speakers, (c) GMM posteriors for matched speakers, (d) GMM posteriors for mismatched speakers, (e) GBRBM posteriors for matched speakers, (f) GBRBM posteriors for mismatched speakers, (g) MLP posteriors for matched speakers, (h) MLP posteriors for mismatched speakers.
Table 4.4: Query words (written in IPA) with their P@N(%) for Telugu language

<table>
<thead>
<tr>
<th>Query word</th>
<th>HMM-MLP</th>
<th>GMM</th>
<th>GBRBM</th>
<th>Query word</th>
<th>HMM-MLP</th>
<th>GMM</th>
<th>GBRBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>pranobmuṅkʰarjī</td>
<td>99.75</td>
<td>100</td>
<td>100</td>
<td>digvijāṣīṅg</td>
<td>82.78</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>telāṅgama</td>
<td>83.50</td>
<td>90</td>
<td>90</td>
<td>adjaḷāraudu</td>
<td>76.96</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>somāvēsam</td>
<td>88.97</td>
<td>84.09</td>
<td>86.36</td>
<td>prabʰūṭvāṃ</td>
<td>71.43</td>
<td>48.57</td>
<td>57.14</td>
</tr>
<tr>
<td>saḷjaṃmatʰ</td>
<td>84.64</td>
<td>80</td>
<td>60</td>
<td>adʰilacṛulu</td>
<td>85.31</td>
<td>42.85</td>
<td>64.29</td>
</tr>
<tr>
<td>alpapikḍōṇam</td>
<td>84.62</td>
<td>76.92</td>
<td>69.23</td>
<td>haḍḍraṇbād</td>
<td>83.57</td>
<td>42.85</td>
<td>71.43</td>
</tr>
<tr>
<td>parlomēṇṭ</td>
<td>88.24</td>
<td>76.47</td>
<td>76.47</td>
<td>komaṭi</td>
<td>58.82</td>
<td>35.29</td>
<td>35.29</td>
</tr>
<tr>
<td>bongadakʰ aztam</td>
<td>81.75</td>
<td>75</td>
<td>75</td>
<td>eṇnikolu</td>
<td>72.25</td>
<td>35.13</td>
<td>40.54</td>
</tr>
<tr>
<td>kaṅgres</td>
<td>78.00</td>
<td>74</td>
<td>78</td>
<td>eṛpaṭu</td>
<td>63.38</td>
<td>31.8</td>
<td>40.91</td>
</tr>
<tr>
<td>raṇimāṇa</td>
<td>85.19</td>
<td>70.37</td>
<td>59.26</td>
<td>vaṭṭarvōrōṇam</td>
<td>67.00</td>
<td>30</td>
<td>50</td>
</tr>
<tr>
<td>nēpōṭʰ jom</td>
<td>62.69</td>
<td>69.23</td>
<td>76.92</td>
<td>viḍʰapṭa</td>
<td>71.43</td>
<td>28.57</td>
<td>33.33</td>
</tr>
<tr>
<td>poncajātī</td>
<td>76.62</td>
<td>68.96</td>
<td>82.76</td>
<td>somaṅkʰjo</td>
<td>93.55</td>
<td>22.58</td>
<td>54.84</td>
</tr>
<tr>
<td>somijagandʰi</td>
<td>90.83</td>
<td>66.66</td>
<td>83.33</td>
<td>djiliː</td>
<td>50.00</td>
<td>20.83</td>
<td>41.67</td>
</tr>
<tr>
<td>pōliṅg</td>
<td>63.75</td>
<td>62.5</td>
<td>75</td>
<td>viḍvaralu</td>
<td>80.00</td>
<td>20</td>
<td>59.91</td>
</tr>
<tr>
<td>kiraṅkumarrēḍći</td>
<td>95.53</td>
<td>57.14</td>
<td>85.71</td>
<td>rupāṭiji</td>
<td>70.00</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>nirnōjōm</td>
<td>83.33</td>
<td>55.55</td>
<td>63.89</td>
<td>mōṇtri</td>
<td>32.73</td>
<td>14.28</td>
<td>12.70</td>
</tr>
</tbody>
</table>
4.1.4 Effect of speaking mode

The experiments, reported in the previous section, were conducted on 30 queries spliced from continuous read speech. In this section, the performance of the STD system is evaluated on the query words recorded from 20 native Telugu speakers in an isolated manner. It is observed that the duration of the query words recorded in isolated manner is almost double the duration of those spliced from continuous speech [50]. Since the query words are recorded in a different environment, there is channel mismatch between the reference and query words. Both these factors (duration and channel mismatch) lead to significant drop in the STD performance. In order to mitigate the effect of duration mismatch, experiments are conducted using different constraints on the warping path, as shown in Fig. 4.3. The weights \((a, b, c, d, e)\) can be used to modify the shape of the warping path. A vertical path can be favoured by decreasing \(d\) and \(e\), where as a horizontal path can be favoured by decreasing \(a\) and \(b\). A diagonal path can be favoured by decreasing \(c\). In the case of isolated queries, whose duration is much longer, a vertical path should be favoured. The best performance with isolated queries was obtained with weights \((2, 3, 2, 1, 1)\). In order to normalize the channel effects, cepstral mean subtraction and variance normalization are performed for every utterance. The average performance of STD, for both spliced and isolated queries, is given in Table 4.5. The performance of the STD system with isolated queries is almost 25% less than that of with the spliced queries.

4.2 Conclusion

In this chapter, phonetic posterior extraction for STD task is presented by using HMM-MLP hybrid model. MLP is trained on the phoneme boundaries obtained using trained HMM. Phoneme recognition accuracy of HMM-MLP model is better than HMM model alone. Phonetic posteriors extracted from MLP are supplied to matching algorithm, Subsequence DTW. Optimal number of classes is chosen through experiments. Independence of phoneme recognition accuracies and STD accuracies is observed. Effect of speaking mode of query on STD performance is also studied. As the durations of recorded query and queries spliced from continuous speech vary greatly, matching plays important role. By careful selection of path weights in DTW, STD performance is improved for recorded queries. Approximately 24% difference in performance is observed in STD performance when speaking mode changed. Our future efforts will be on enhancing the STD performance for recorded queries.
Chapter 5

Analysis of Features from Analytic Representation of Speech using MP-ABX Measures

Feature extraction is a prominent task in speech processing and the capability of features to capture relevant information is a major factor deciding the efficiency of numerous speech processing algorithms. Hence, analysis of the information content in features becomes important. Evaluation of adeptness of features are usually carried out by examining their performances in recognition tasks. Recognition systems now a days employ some form of machine learning/modelling techniques. For example, same MFCC features were used to extract GMM and GBRBM posteriors for STD task where superior performance of GBRBM posteriors can be attributed to effective GBRBM modelling. Also, they may use supervised learning with labelled speech database, which is known to deliver faithful efficiency as in the case of MLP posteriors for STD task. In such cases, the effectiveness in terms of scores attained by the recognition system cannot be attributed to features alone. Hence this cannot be a legitimate procedure for evaluating features. We need much simpler strategies directly dealing with features themselves, rather than employing complex modelling processes.

The ABX measures were proposed as a suitable means for analysing features extracted from speech signals. ABX tasks consist of context or speaker dependant discrimination tasks between pairs of speech stimuli. These measures were introduced in speech processing to study auditory perception of different sounds by both ears using listening tests [51]. The ABX measures were also used to study effects of accents within language on perception by children with speech difficulties [52]. Objective evaluation of features using ABX measures was presented in [53, 54, 55] where dynamic time warping (DTW) was employed to calculate similarity between pairs of speech stimuli. In [53] similarity measures between features were evaluated for discriminating words. In [54], significance of each intermediate stage in the extraction of MFCC/PLP is analysed using ABX measures. The noise robustness of various features was studied using ABX measures in [55].

In this chapter, we analyse the performance of features derived from complex analytic domain representation of speech using MP-ABX tasks. The FDLP coefficients extracted from analytic magnitude and IF features extracted from analytic phase are considered. These features are tested using ABX tasks set and their performances are compared with that of MFCC features. It is observed that the magnitude based features- MFCC and FDLP are demonstrating better phoneme discrimination capability irrespective of speaker variance than phase based features. Whereas, the IF features extracted from analytic phase presented better speaker discrimination ability irrespective of phoneme variance than FDLP. Also the existence of complementary information in these features is explored by feature concatenation and examining resultant ABX scores.

The rest of the chapter is organized as follows: Section 5.1 explains the ABX measures used in this study. Section 5.2 discusses analytic features extracted from speech which are being studied in this paper. The evaluation of analytic features with respect to ABX tasks is presented in Section 5.3. A detailed discussion...
on the nature of information present in different features, effects of feature extraction parameters, existence of complementary information etc. are presented in Section 5.4. In Section 5.5, we summarize the results of analysis of features.

### 5.1 MP-ABX discrimination tasks

We have adopted the minimal pair ABX (MP-ABX) discrimination tasks explained in [54] for our study. Pattern discrimination using MP-ABX tasks employ three speech stimuli- A, B and X triplet, which are consonant-vowel (CV) pairs and measure the discrimination capability between such CV pairs. In each task A and B differ by one phoneme or speaker, and X is chosen such that it is close to A or B. We have considered four discrimination tasks, namely, Phoneme across Context (PaC), Phoneme across Talker (PaT), Context across Talker (CaT) and Talker across Phoneme (TaP). In PaC task, all the stimuli in triplet are spoken by the same speaker, in order to evaluate the robustness of features across context. A and B differ by one phoneme and test stimulus X is chosen to have one phoneme in common with either A or B. To measure the invariance of features across speakers, PaT task is chosen. In this task, A and B are spoken by same speaker, but X by a different speaker. These two tasks intend to show the effectiveness of features in conveying linguistic information in speech signals irrespective of speaker as well as context, demonstrating their efficiency for speech recognition applications. In TaP task, discrimination ability of features in distinguishing speakers is measured, examining their usefulness to speaker recognition applications. A and B are spoken by two different speakers, but have same phoneme sequence. X consist of a different phoneme sequence, but spoken by the same speaker as of either A or B [54].

In all the above tasks, either speaker or context is kept invariant, which is a controlled condition and cannot be demanded in real world scenarios. CaT task is proposed to evaluate the robustness of features across different contexts and different speaker identities. In this task, the triplet is chosen as in PaC task, but X is spoken by a different speaker. This task assumes significance in all speech recognition applications where features are required to be robust across speakers as well as context. The summary of all tasks utilized in this work is given in Table 5.1.

To evaluate each discrimination task, we follow the procedure described in [54]. The aim of evaluating each task is to find out the stimuli closest to test stimuli X. We compute dissimilarity between the pairs of phoneme sequences: A-X and B-X using DTW. Cosine similarity is used as distance metric in DTW which is recommended by [53]. An error will be identified when X shows more similarity to the stimuli which is not the correct answer. Mean error is computed by averaging the number of errors across speakers and number of trials using different triplets.

### 5.2 Analytic features of speech

The complex analytic domain representation of a continuous time signal $s(t)$ is given by [56]:

$$s_a(t) = s(t) + js\hat{s}(t)$$  \hspace{1cm} (5.1)
where $s_h(t)$ is the Hilbert transform of the real signal $s(t)$, which is expressed as $s_h(t) = \mathcal{F}^{-1}[S_h(j\Omega)]$. $\mathcal{F}^{-1}$ denotes inverse Fourier transform and $S_h(j\Omega)$ is obtained as:

$$S_h(j\Omega) = \begin{cases} +jS(j\Omega) & \Omega < 0 \\ -jS(j\Omega) & \Omega > 0 \end{cases}$$

(5.2)

where $S(j\Omega)$ is the Fourier transform of $s(t)$ [57]. The analytic signal $s_a(t)$ can be expressed in polar form as

$$s_a(t) = a(t)e^{j\phi(t)}$$

(5.3)

where $a(t)$ and $\phi(t)$ are the time-varying magnitude and phase of the analytic signal, respectively. If $s(t)$ is a narrowband signal, $a(t)$ and $\phi(t)$ can be perceived as amplitude modulated (AM) and frequency modulated (FM) components of $s(t)$ [56]. Natural signals, including speech, cannot be represented by single time varying AM-FM component as they are mostly wideband signals. The multiband AM-FM demodulation of wideband speech signals was described in [58] and was utilized for formant tracking in [59, 60] using filterbank analysis. Features obtained from AM-FM demodulation were employed for speech recognition [61, 62], speaker recognition [63, 64, 65] etc. A narrowband component extracted from speech signal in Figure.5.1(a) is shown in Figure.5.1(b), together with its AM and FM components in Figure.5.1(c) and Figure.5.1(d) respectively.

**5.2.1 Frequency domain linear prediction**

Feature extraction from AM component using autoregressive modelling of temporal envelope of speech was discussed in [66, 67] which is the frequency domain dual of conventional linear prediction (LP) analysis. While LP analysis captures autocorrelations from time domain and models the magnitude spectral envelope in frequency domain, the FDLP analysis captures spectral autocorrelations and models temporal envelope. Analysis of temporal resolution of FDLP feature extraction was done in [68] and noise robustness capabilities were studies which showed significant improvements in phoneme recognition performance [69]. The temporal envelope obtained from a 16\textsuperscript{th} order FDLP analysis of the signal in Figure.5.1(b) is shown in Figure.5.1(f), which demonstrates credible approximation of the original envelope of the signal in Figure.5.1(c).

**5.2.2 Instantaneous frequency**

The direct computation of analytic phase suffers from phase wrapping problem. It is not possible to draw meaningful inferences from analytic phase directly (see Figure.5.1(d)). But the time derivative of analytic phase, the IF is free from phase wrapping and can be computed unambiguously. IF is the frequency of a sinusoid which locally fits a signal and wideband signals cannot be represented accurately with single sinusoid. Hence IF computation is meaningful only when the signal under consideration is decomposed into narrowband components. The IF computed from a narrowband component of speech shows variations in its frequency, around the centre frequency of corresponding narrowband filter (See Figure.5.1(e)). These variations correspond to formant transitions of speech. The post processing and extraction of features from IF is explained in [65] and are explored further using ABX tasks in this paper.

**5.3 Evaluation of analytic features**

The ABX triplets for MP-ABX tasks were obtained from TIMIT database by segregating required CV sequences from continuous speech. The phonetic level transcription available with the TIMIT database was used to extract these CV sequences. Each of the MP-ABX tasks was performed upon an approximate number of 5000 triplets spoken by 190 male and 90 female speakers.
Figure 5.1: Figure illustrating AM-FM components of a speech signal (a) Segment of speech signal, (b) Filtered narrowband component ($f_i=440$Hz), (c) Magnitude envelope, (d) Phase Component, (e) Smoothed IF and (f) FDLP Temporal Envelope.
The speech signals were sampled at a frequency of 16kHz. The required features—MFCC, FDLP and IF were extracted from 25 ms long segments of CV sequences shifted by 10 ms. Standard 39 dimensional MFCC were extracted using mel filterbank of length 47. Similarly, 39 dimensional FDLP features were extracted using a 47-filters mel filterbank. The length of filterbank used for IF feature extraction is studied further, as IF is strictly a property of narrowband signal, where filter bandwidths and spacing crucially affect its effective computation.

In each MP-ABX task, dissimilarity scores between A-X and B-X pairs were obtained by performing DTW on their features. The outcome of each trial was decided by comparing the dissimilarity scores from the A-X and B-X pairs. Mean error score (in %) was calculated by averaging the number of failed trials over the entire set of triplets under consideration.

Analysis of filterbank parameters in IF based feature extraction is done with respect to MP-ABX tasks. The mel spacing and linear spacing of filters in the filterbank is explored initially. The comparison between mel and linear filterbanks with different lengths, is shown in Figure. 5.2. The performance of mel filterbank is consistently less than that of linear filterbank at all lengths. The frequency resolution of mel filterbank decreases considerably at high frequency (HF) ranges and thus the bandwidths of filters with higher centre frequencies are much high compared to those at low frequency range. Thus filtered components from HF region of speech signal lose their narrowband property, resulting in inefficient computation of IF and consequently poor performance. Hence linear filterbank is chosen for IF based feature extraction.

The effects of lengths of filterbank are studied using MP-ABX tasks, the results of which is shown in Figure. 5.2. When the number of filters is very less, their bandwidths have to be increased to span the entire speech spectral range under consideration. Thus the filters will cease to be narrowband, making the IF computation inefficient, resulting in poor performance. On the other hand, when there exist exceedingly large number of filters in the bank, each filter will have minimal bandwidths insufficient to capture the frequency variations around its centre frequency. This will result in grave information loss upon IF computation, delivering increased errors. The length of filterbank is fixed as 37, based on the results of this analysis.

In [65], discrete cosine transform (DCT) is applied over the IF values computed from different frequency bands and first few DCT coefficients are retained, to account for redundancies within. The variation of mean errors with respect to number of DCT coefficients retained is shown in Figure. 5.3. We have observed that the number of DCT coefficients to be retained should be greater than or equal to number of filters to obtain appropriate mean errors. This implies to the possibility of very less or no redundancy between IF computed from different frequency bands. As IF shows the local deviation in frequency about the centre frequency, the chances of existence of redundancies within information across neighbouring frequency bands is very less. As the extend of redundancy is very less, the DCT based compression results in information loss. Hence we have omitted the use of DCT and used the average values of IF over segments of speech from 37 frequency bands to obtain 37 dimensional feature vectors.

The MP-ABX tasks are performed on MFCC, FDLP and IF features and the mean errors for all tasks are shown in Table. 5.2. It can be seen that MFCC and FDLP are performing almost equivalently in PaC and PaT tasks, showing their effectiveness in conveying linguistic information in speech signals, making them suitable for speech recognition applications. FDLP is performing exceptionally well in CaT task, implying that it is
robust across different contexts irrespective of the speaker identity. On the other hand, IF features clearly outperformed the magnitude based features in TaP, which shows its stronghold in demonstrating speaker specific information in speech signals. Fusion experiments, combining pairs of features were carried out in order to explore the existence of complementary information within them. The combination of features was done by linear fusion of DTW similarity matrices. It can be seen from Table 5.2 that combination of features improved the performances in MP-ABX tasks by a remarkable margin, establishing the reciprocation of information between pairs of features. The mean errors computed here are inferior to those in [54] as the CV pairs are not isolated recordings, but obtained from continuous speech. This degradation in performance with stimuli obtained from continuous speech was already reported in [55].

### 5.4 Discussions

The tasks PaC and PaT represent phoneme discrimination capability of features regardless of context and speakers respectively. The CaT also denotes phoneme discrimination capability of features, in a more real world sense. On the other hand, TaP unveils speaker recognition capability of features. As it is already presented in Table 5.2, the magnitude based features show faithful performances in PaC and PaT tasks, claiming their suitability to speech recognition tasks. A closer inspection to the PaC scores from MFCC and FDLP reveals that MFCC is delivering lesser error than FDLP. As MFCC are short time spectral features, they are expected to be effective in identifying phonemes from short time frames as context will not play any significant role over short durations. But FDLP are extracted effectively from long time temporal envelopes, which can impart slight extend of context dependency into it and results in lesser performance than MFCC. In case of PaT task, both MFCC and FDLP are performing equivalently because speaker dependency will not get passed on to FDLP features as context dependency did. For CaT task, the scores attained from FDLP outperforms those from MFCC. FDLP succeeded in identifying phonemes irrespective of context and speaker, suggesting that speaker variance is more crucial than context variance in adversely affecting speech recognition. MFCC performed significantly superior to FDLP in TaP task, indicating its ability to convey relevant information for speaker recognition applications.

The IF features behaved almost complementary to FDLP in all tasks, demonstrating lesser context dependency and higher speaker dependency in phoneme recognition PaC and PaT tasks. Also, it is consistently poor in PaC, PaT and CaT tasks in comparison with MFCC. But, its speaker discrimination ability is distinctly
visible from TaP task, where it delivered remarkable performance than MFCC and FDLP. This suggest that the magnitude characteristics of speech showcase pools of linguistic information, where as its phase characteristics convey mostly speaker specific information.

To analyse the presence of complementary information in features, fusion experiments were performed. The magnitude based features from Fourier domain and analytic domain were combined and MP-ABX tasks were carried out. It was observed that the short term spectral information and long time temporal information in MFCC and FDLP respectively, enacted effectively in bringing down the mean errors from their individual scores in all tasks regarding speech recognition. But the speaker discrimination ability of FDLP features is not evident, as it failed to improve the performance in TaP task, when combined with MFCC.

The FDLP and IF features were combined together to explore the magnitude and phase characteristics of speech in complex analytic domain. The complementary nature of information in analytic magnitude and phase as exhibited by FDLP and IF features succeeded in overcoming context and speaker dependencies in PaC and PaT tasks. The inability of IF features to dwindle down the adverse effects of context and speaker variance together in phoneme recognition made the performance of fusion suffer in CaT task. Similarly, the ineffectiveness of FDLP features in speaker discrimination obstructed the fusion from performing better in TaP task. Thus combination of MFCC and FDLP yielded the best performance in phoneme discrimination tasks and IF feature performed remarkably in speaker discrimination task.

5.5 Conclusions

Analysis of features of speech extracted from magnitude and phase of the complex analytic representation was carried out using MP-ABX tasks. The frequency domain linear prediction (FDLP) coefficients and instantaneous frequency (IF) features were obtained from analytic magnitude and analytic phase respectively. Their performances with respect to phoneme and speaker discriminative MP-ABX tasks based on CV pair speech stimuli were evaluated and compared with those of conventional MFCC features. It was observed that the FDLP features are efficient in conveying linguistic information in speech signals and upon combination with MFCC delivered exceptional phoneme discrimination performances. On the other hand, IF features had a stronghold in manifesting speaker specific characteristics of speech and outperformed MFCC, FDLP and their combination in speaker discrimination task. This study suggests the importance of magnitude of speech in conveying linguistic details and phase of speech in revealing speaker characteristics.
Chapter 6

Conclusions and Future Work

In this thesis, we have presented the development of a spoken term detection system for Telugu Language. Subsequence DTW is employed to search for a query word in the reference utterance. The representation of reference and query utterances plays a crucial role during the search. In this work, three different representation techniques are investigated, namely phonetic posteriors, GMM posteriors and GBRBM posteriors. The phonetic posteriors, obtained from HMM-MLP phoneme recognizer, requires large amount of manually labelled data. On the other hand, the GMM posteriors and the GBRBM posteriors can be obtained from unlabelled speech data. It is observed that the performance of phonetic posteriors is much better than the performance of the GMM and GBRBM posteriors. However, its application is limited since it requires labelled data. Future efforts will focus on improving the unsupervised feature representation techniques, using sequence and context information. Analysis of features derived from analytic signal representation by using MP-ABX tasks is also presented. It was observed that magnitude based features FDLP and MFCC carry more linguistic information while phase based feature IF contains speaker specific characteristics.
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