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Abstract

Random Graphs evolved as a major tool for modeling the complex networks. Random Graphs have

wide range of applications.Random Graph can be defined as a probability distribution over graph.

Erdos Renyi Random Graph generation model is one of the most popular and best studied models of

a network. Erdos Renyi Random Graph model G(n, p) generates random graph with n vertices where

each edge appears with probability p. Despite the fact that the evolution of random graphs as data

representation and modelling tool, the previous research hasn’t focused on the efficiency in generating

random graphs. The Random Graph generation algorithms perform poor when generating massively

large graphs and fails to use the parallel processing capabilities of modern hardware. The goal of my

Thesis work is to parallelize the Random Graph generation models using GPGPU (General Purpose

Graphics Processing Unit)to improve the performance.

In this thesis work we have studied the the Erdos Renyi random graph model and we implemented

the sequential and parallel algorithms given by the authors of the journal [1]. We have further

improved the performance of the parallel algorithms. In addition, we also propose a novel distributed

algorithm (DistER) for basic Erdos Renyi algorithm. We also study the Watts and Strogatz model[2]

which generates the random graph with real world properties such as high clustering and average

path lengths. We propose a novel parallel algorithm for the Watts and Strogatz model.
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Chapter 1

Introduction

1.1 Random Graphs

Random Graphs are recognized as one of the most important concepts in modern Theoretical Com-

puter Science. The theory of random graphs is the combination of the probability theory and the

Graph Theory, so random graph theory lies in the intersection between them. In mathematics, distri-

bution of the probability over the graph is defined as a random graph. Large graphs appear in many

contexts such as the Biological networks, Social networks, Internet and in many other networks.

The Random Graphs evolved as a major tool for analysis and modeling of complex networks.[3][4]

G(n, p) is random graph with n vertices labeled from {0, ...n − 1} where (a, b) is an edge between

vertex a and vertex b with some probability p [5]. Inclusion of an edge is independent of other

edges.In mathematics random graphs [6] are used to study the properties of the graph and to answer

questions about the properties. The applications of it are found in the complex networks which

requires modeling.

1.2 Erdos Renyi Random Graph

The Erdos Renyi Random Graph[7] generation method has wide range of applications. We live in a

world which is composed of complex networks. Examples include the Internet, networks of telephone

users, airline networks, power grids, etc. The network structure has a profound effect on behavior of

the network and performance of the network.[8] In the field of biology, the Erdos Renyi algorithm is

accepted as a basic model to study biological networks[9]. Random graphs are used to model the in-

teractions among biological system components, like genes, proteins, or metabolites[10]. From their

global topology and organization one can learn non-trivial, systemic properties of organisms[11]. In

the field of Mathematics, the Erdos Renyi random graphs are used in graph coloring problem and

generating spanning trees randomly[12]. In the field of Networks, uniform random graphs based on

Erdos Renyi are utilized to explore data search and replication in peer to peer networks[13]. Theory

of random geometric graphs have emerged as essential tools in the analysis and design of large Wire-

less Networks. In Ad-hoc sensor networks, Random graphs are used to model the network[14][15].

The basic Erdos Renyi random graph generation implementation doesn’t scale to very large
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graphs. It performs poor when generating massively large graphs and fails to use the parallel pro-

cessing capabilities of modern hardware. The goal of my Thesis work is to implement a parallel

algorithm for the basic Erdos Renyi algorithm using GPGPU (General Purpose Graphics Process-

ing Unit) later extending my work to other methods.

The authors of journal paper [1] implements the basic ER algorithm and then proposes modifica-

tions to the basic ER algorithm to improve the efficiency.The first algorithm is basic ER algorithm.

In the second algorithm ZER, instead of checking for probability of every edge we just calculate

the skip value i.e. the expected number of edges that can be skipped to include next edge. ZER

calculates logarithm values repeatedly, So in third algorithm PreLogZER we calculate and stores

the logarithm values prior to computation which improves the performance of ZER. In the final

algorithm PreZER, we avoid the logarithm computation overhead by using cumulative probability

function. Then finally we implement the parallel versions of the algorithms ER, ZER and PreZER

named as PER, PZER and PPreZER respectively.

In this thesis work, we implemented the sequential algorithms namely ER, ZER, PreLogZER,

Prezer and parallel algorithms PER,PZER and PPreZER of the ER model respectively. In the paper

[1], the authors didn’t use a real pseudo random number generator in parallel algorithms and the

paper doesn’t describe about the space efficiency. In our work, we used latest CUDA[16] cuRAND

library framework for generating random numbers parallely on GPU. All the algorithms were space

efficient as we represent each edge with a single bit.

In addition to parallel algorithms for ER model, we also propose a novel distributed algorithm

i.e. DistER for basic ER algorithm using Hadoop distributed framework.

1.3 Watts and Strogatz Model

The Watts and strogatz model[17] generates the random graph with small world properties such

as high clustering and average path lengths. The real world networks Internet, Social networks,

Biological networks and other real world networks tend to have the small world property of high

clustering and short path lengths. The ER model lacks high clustering and it follows unrealistic

Poisson distribution.[18]

The Watts and Strogatz model WS(n, k, p) where n is the number of nodes and k is the degree

of each vertex and p is the rewiring probability. WS(n, k, p) initially constructs a regular lattice

with each node is connected to k neighbors such that k/2 nodes on each side. Then we take every

edge in the regular lattice and rewire it with a probability p. Here rewiring means replacing an edge

(i, j) with (i, r) where r is a uniform random value chosen from {0, 1, 2...n− 1}. The below figure

depicts the Watts and Strogatz algorithm.
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In this thesis work, We studied and implemented the basic watts and strogatz algorithm. We

propose a novel parallel algorithm i.e. PWattsStrog which improves the performance of the watts

and strogatz algorithm.
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Chapter 2

Parallelizing ER Model

In this chapter initially we introduce the basic Erdos Renyi algorithm. We deduce a skip value

using mathematical formulas as ER algorithm employs the Bernoulli process in selecting the edges.

Using the skip value we will bypass some edges in computation which improves the performance.We

improve the basic Erdos Renyi successively by presenting the improved sequential algorithms. After

presenting the improved ER sequential algorithms namely ER,ZER and PreZER, then we devise the

parallel algorithms for each sequential ER algorithms namely PER,PZER and PPreZER respectively.

As the inclusion of an edge in the graph is independent of other edges, the selection of the edges can

be done concurrently. In all the algorithms in this thesis we used adjacency matrix representation

to represent the random graph.

2.1 Sequential Algorithms

Graph G(n,p) has n vertices and p is the probability that an edge exists between a pair of vertices.

Total number of edges depends on the structure of the graph. A directed graph with self-loops

can have a maximum of n2 edges and in case of undirected graph with no self-loops, the maximum

possible number of edges are n(n-1)/2. In this work, we considered directed graph with self loops.

2.1.1 Basic ER Algorithm

The algorithm 1 generates a directed random graph with self loops. Graphs can be distinguished by

using the maximum number of edges in that graph for example a regular graph with mean degree

k (i.e. k-regular graph) will have n× k number of edges . It is possible to implement a generalized

algorithm for G(n, p) model which can produce desired graph type using number of edges.Consider

the maximum number of edges E for a certain graph, then its is sufficient enough to generate index

values from 0toE − 1 to represent the graph. These indices i.e. from 0toE − 1 can be decoded with

respect to the particular desired graph type. For example consider an undirected graph of 6 nodes

(labeled from 0 to 5) and without self loops. The edge number 10 represents an edge between node 3

and node 4. c. For a directed graph with self loops the edge number decoding can done as followed.

i = ⌊
ind

n
⌋ and j = ind mod n
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Algorithm 1 Basic ER algorithm

1: Input: η : Number of nodes
2: ρ : Edge occurrence Probability
3: Result: Random Graph G(n,p)
4:

5: Intialization;
6: G = φ
7: for p = 0 to η − 1 do
8: for q = 0 to η − 1 do
9: γ is a random number ∈ [0,1) which is generated uniformly.

10: if γ < ρ then
11: G← (p, q);
12: end if
13: end for
14: end for

where (i, j) is a directed edge from i to j.

The generalized ER algorithm can be written as

Algorithm 2 ER algorithm

1: Input: E : Number of Edges
2: ρ : Edge occurrence probability
3: Result: Random Graph G(n,p)
4:

5: Initialization;
6: G = φ
7: for i = 0 to E − 1 do
8:

9: γ is a random number ∈ [0,1) which is generated uniformly.
10: if γ < ρ then
11: G← i;
12: end if
13: end for

2.1.2 Skipping Edges

As the ER algorithm successively selects the edges with probability p. The number of selected edges

has a Binomial distribution B(E,p).

The mean of the random graph is:

µ = p× E (2.1)

and it’s standard deviation is:

σ =
√

p× (1 − p)× E (2.2)

The probability mass function i.e. the probability that k number of edges are skipped before selecting

next edge is

f(k) = (1− p)k × p (2.3)
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The respective distribution function i.e. the probability that any number of edges from 0 to k is

skipped is

F (k) =

k
∑

i=0

f(i) = 1− (1− p)k+1 (2.4)

Let α be the uniform random number in (0,1]. Then, the probability that α falls in interval (F(k-1),

F(k)] is exactly F(k) - F(k - 1) = f(k). In other words, the probability that k is the smallest positive

integer such that α ≤ F (k)isf(k). To skip the k edges F (k) ≥ α. Hence

F (k − 1) < α ≤ F (k) (2.5)

1− (1 − p)k < α ≤ 1− (1 − p)k+1 (2.6)

Let 1− α = ψ and ψ ∈ [0, 1)

(1− p)k+1 ≤ ψ < (1 − p)k (2.7)

From eq.[2.7], k can be defined as

k = max(0, ⌈log1−p ψ⌉) (2.8)

2.1.3 ZER

In this algorithm instead of checking for probability of every edge we just calculate the skip value i.e.

the expected number of edges that can be skipped to include next edge. The skip value is calculated

by using the equation [2.8].

Algorithm 3 ZER algorithm

1: Input: E : Possible Number of Edges
2: p : Edge occurrence probability
3: Result: Random Graph G(n,p)
4:

5: Initialization;
6: G = φ;
7: i = −1;
8: while i < E do
9: Generate uniform random number ψ ∈ [0, 1);

10: Compute the skip value k = max(0, ⌈log1−p ψ⌉ − 1);
11: i = i+ k + 1;
12: G← i;
13: end while

2.1.4 PreLogZER

When n is large then the ZER algorithm suffers from logarithm computation overhead. The ZER

algorithm has overlapping sub structure property as it computes the logarithm values repeatedly. So

to improve the ZER, we pre-calculate and store the logarithm values. The algorithm is as follows.
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Algorithm 4 PreLogZER algorithm

1: Input: E : Maximum Number of Edges
2: p : Probability of en edge occurrence
3: Result: Random Graph G(n,p)
4:

5: Initialization;
6: G = φ;
7: i = −1;
8: c = log(1− p);
9: for i = 1 to MAXRANDOM do LogArray[i] = log(i/MAXRANDOM)

10: end for
11: while i < E do
12: Generate uniform random number ψ ∈ [0,MAXRANDOM);
13: Compute the skip value k = max(0, ⌈ logψ

c
⌉ − 1);

14: i = i+ k + 1;
15: G← i;
16: end while

2.1.5 PreZER

In the previous algorithm we have tried to reduce the logarithm computation overhead by precom-

puting all the logarithm values we may need. The efficiency will be further improved if we can avoid

the logarithm computation altogether. We use the cumulative distribution function to devise the

skip value.

Initially we precompute the m number of cumulative probabilities and store in memory for further

reference. Now we generate a uniform random number γ ∈ [0,1) and compare with cumulative prob-

abilities one by one. That is we compare the γ value with cumulative probability F(i) for i = 0 to

m. If the random value γ is lesser than any of the cumulative probability F (i) then we set the skip

value as i such that i will be the smallest value that satisfies the condition. If all the precomputed

cumulative probabilities are lesser than the random value γ then we compute the skip value by using

the logarithm computation used in the Algorithm 3 i.e. ZER

2.2 Parallel Algorithms

In this section we introduce the parallel algorithms for the Erdos Renyi sequential algorithms. We

implement the parallel algorithms PER, PZER and PPreZER of the sequential algorithms ER, ZER

and PreZER respectively. We have implemented the parallel algorithms using CUDA (Compute

Unified Device Architecture) C++ programming platform for performing parallel computations on

GPU (Graphics Processing Units). Each parallel algorithm is comprised of sequential code and

parallel code, that is host code and device code. The host code is executed on the CPU and the

device code is executed on GPU (Graphics Processing Unit). We use the latest CuRAND library

framework for generating the random numbers on GPU. CuRAND library provides methods to

generate the pseudo random numbers on both the host(i.e. CPU) and device (i.e. GPU). We setup

the seeds for CuRAND sates for generating the random numbers on GPU. In our implementation

we use 65,536 parallel threads, each thread executes the parallel code independently on it’s own.

Each thread will write the result to a shared memory independently.
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Algorithm 5 PreZER algorithm

1: Input: E : Maximum Number of Edges
2: p : Probability of en edge occurrence
3: m : Number of Pre-Computations
4: Result: Random Graph G(n,p)
5:

6: Initialization;
7: G = φ;
8: i = −1;
9: for i = 0 to m do

10: Compute cumulative probability F[i];
11: end for
12: while i < E do
13: Generate uniform random number α ∈ (0, 1);
14: j=0;
15: while j ≤ m do
16: if F [j] > α then
17: Set the skip value k = j;
18: break;
19: end if
20: j = j + 1;
21: end while
22: if j = m+ 1 then
23: Compute the skip value k = max(0, ⌈log1−p(1− α)⌉ − 1);
24: end if
25: i = i+ k + 1;
26: G← i;
27: end while
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2.2.1 PER

The edges set is divided into multiple edge blocks based on total number of threads. Each block will

be processed concurrently. Each thread independently checks whether to include the edge or not by

using the probability p and assigns either 1 (means edge included in graph) or 0(means edge is not

included in graph) in it’s corresponding index location of deviceArray. The deviceArray is a data

structure which collects the result of each thread running concurrently. Finally the deviceArray’s

of all the blocks are combined to get the random graph. For example consider that we have 1024

edges and 256 number of parallel threads, then the edge set is divided into 4 blocks of 256 edges

each. The edges in each block processed concurrently. So we need 4 iterations to process all the

edges. The results of all 4 iterations are combined to get the final random graph.

Algorithm 6 PER algorithm

1: Input: E : Number of Edges
2: p : Edge occurrence probability
3: Result: Random Graph G(n,p)
4:

5: Initialization;
6: G = φ;
7: b = Number of Thread Blocks
8: t = Number of Threads per Block
9: B = b× t;

10: deviceArray[B] = φ
11: iterations = ⌈E

B
⌉

12: In parallel: Set up seeds for CuRAND States for generating random numbers on GPU.
13: for i = 0 to iterations− 1 do
14: In Parallel: All the threads run the following code in parallel.
15: index = threadIndex+ blockIndex× t
16: Generate uniform random number α ∈ [0, 1);
17: if α < p then
18: deviceArray[index] = 1;
19: else
20: deviceArray[index] = 0;
21: end if
22: End Parallel Code
23: for i = 0 to B − 1 do
24: G← deviceArray[i];
25: end for
26: end for

2.2.2 PZER

Each thread processing unit must know its starting edge index for generating the absolute edge index

using the skip value. The starting edge index of a thread processing unit can not be determined

unless all the preceding thread processing units finished the processing. So to solve this problem

we separate the skip value generation from edge index computation. We generate the skip values in

parallel and we use those skip values in sequential code to find the edge index and include the edge

in the Graph.
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Algorithm 7 PZER algorithm

1: Input: E : Number of Edges
2: p : Edge occurrence probability
3: Result: Random Graph G(n,p)
4:

5: Initialization;
6: G = φ;
7: b = Number of Thread Blocks
8: t = Number of Threads per Block
9: B = b× t;

10: deviceArray[B] = φ
11: E =Maximum number of edges
12: LastEdge = −1;
13: In parallel: Set up seeds for Curand States for generating random numbers on GPU.
14: while LastEdge < E do
15: In Parallel: All the threads run the following code in parallel.
16: index = threadIndex+ blockIndex× t
17: Generate uniform random number α ∈ [0, 1);
18: Skipvalue = max(0, ⌈log1−p α⌉ − 1);
19: deviceArray[index] = Skipvalue;
20: End Parallel Code
21: for i = 0 to B − 1 do
22: LastEdge = LastEdge+ deviceArray[i] + 1;
23: if LastEdge ≥ E then
24: Break;
25: end if
26: G← LastEdge;
27: end for
28: end while
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2.2.3 PPreZER

The PPreZER shares the structure of the algorithm PZER. The precomputation of m cumulative

probability values can be done prior to the parallel processing code. We use the precomputed

cumulative probabilities in the parallel code to find the skip value.

Algorithm 8 PPreZER algorithm

1: Input: E : Number of Edges
2: p : Edge occurrence probability
3: m : Number of pre-computations
4: Result: Random Graph G(n,p)
5:

6: Intialization;
7: G = φ;
8: b = Number of Thread Blocks
9: t = Number of Threads per Block

10: B = b× t;
11: deviceArray[B] = φ
12: LastEdge = −1;
13: for i = 0 to m do
14: Compute cumulative probability F[i];
15: end for
16: In parallel: Set up seeds for Curand States for generating random numbers on GPU.
17: while LastEdge < E do
18: In Parallel: All the threads execute the following code in parallel.
19: index = threadIndex+ blockIndex× t
20: Generate uniform random number ψ ∈ [0, 1);
21: while i < m do
22: if F [i] > ψ then
23: Skipvalue = i;
24: Break;
25: end if
26: i = i+ 1;
27: end while
28: if i = m+ 1 then
29: Skipvalue = max(0, ⌈log1−p(1 − α)⌉ − 1);
30: end if
31: deviceArray[index] = Skipvalue;
32: End Parallel Code
33: for i = 0 to B − 1 do
34: LastEdge = LastEdge+ deviceArray[i] + 1;
35: if LastEdge ≥ E then
36: Break;
37: end if
38: G← LastEdge;
39: end for
40: end while
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Chapter 3

Distributing the Erdos Renyi

Random Graph Generation

When ever the random network to be generated is massively large graph then it’s better to perform

the random graph generation computations in distributed manner. As the graph size (i.e. number

of nodes) increases the single system won’t be sufficient enough for holding the large data and

performing computations. So we propose a novel distributed algorithm for baseline ER algorithm.

A distributed system is a collection of multiple hosts that are connected through a network to perform

a portion of the computation task. A distributed algorithm runs on independent processors which

are connected through a network. The distributed algorithms are subset of parallel algorithms. We

implemented a novel distributed algorithm for Erdos Renyi random graph generation model. The

Hadoop Map Reduce[19] programming framework is used for developing the distributed algorithm

of ER model.

3.1 Hadoop Map Reduce

Apache Hadoop is an open source framework for distributed processing using a simple programming

model. Hadoop consists of two core components namely Hadoop Distributed File System (HDFS)

and the Map Reduce programming software framework.

• HDFS: Hadoop Distributed File System is a scalable high performance distributed file system.

It is responsible for storing the data on cluster. HDFS stores the data as blocks or chunks of

size 64 MB. HDFS stores multiple copies of the data blocks.

• Map Reduce: Hadoop Map Reduce is a java based programming framework for developing

distributed programs which runs in parallel on large clusters.

Hadoop Distributed File System (HDFS) has a master slave architecture. Name Node works as

master node and Data Nodes works as slave nodes. The Map Reduce framework is also a master

slave architecture, in which JobTacker is the master and TaskTracker is the slave.

• NameNode: NameNode is a master node and it manages the DataNodes. It take care of file

system name space. It replicates the data blocks on multiple nodes

12



• DataNode: It works as a slave node for NameNode. It stores the data blocks in local file

system. It also stores the meta data for each block. It sends the data blocks to other nodes.

• JobTracker: JobTracker works as a master node in Map Reduce framework. JobTracker

takes requests from clients and assigns TaskTracker with the tasks. JobTracker locates the

DataNode where data is locally present. If that is not possible it tries to assign the tasks to

TAskTracker within the same rack.

• TaskTracker: The TaskTracker works as a slave node for JobTracker. It executes the tasks

sent by the JobTracker and reports the status.

The Hadoop distributed program is written using Mapper and Reducer methods. The Mapper

code reads the input files as key value pairs and outputs set of intermediate key value pairs. Reducer

takes input from the different Mappers as key value pairs. It processes the data and produces

intermediate key value pairs. In this way one can write multiple mappers and multiple reducers for

achieving distributed programming.

3.2 Distributed ER Algorithm DistER

In this section we propose a novel distributed algorithm DistER for the Erdos Renyi random graph

generation model. It consists of two methods DistributedERMapper and DistributedERReducer.

The DistributedERMapper will take a input file which contains number of nodes as number of

lines. That is the file contains empty or dummy lines with number of lines equals to number nodes of

the random graph to be generated. The DistributedERMapper process the input file and generates

intermediate < key, value > pairs for each word. It uses the line number as the key and the word

as the value.

The DistributedERReducer will receive the intermediate key value pairs generated by the Dis-

tributedERMapper. All the key value pairs which has the same key value will go into same reducer.

In the DistributedERReducer we generate the neighborhood list for each node independently. Here

the key i.e. the lineNo works as the node for which the neighborhood list need to be generated. As

we are considering the random graph with directed edges and self loops, each node can independently

choose the neighborhood list using probability. The DistributedERReducer generates a uniform ran-

dom number β ∈ (0, 1] and it checks with probability p, if β < p then it includes the edge i.e it sets

the value 1 else it sets the value 0. It will check for all n possible edges and collects the predicates,

where n is number of nodes. Finally the DistributedERReducer outputs the < Null, result > key

value pair where result is the neighborhood list for that specific node n = lineNo. All the reducers

will write the neighborhood list to the file that forms the random graph.

The Algorithm 9 which is given below shows proposed Distributed ER algorithm DistER.
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Algorithm 9 Distributed ER Algorithm DistER

1: Input: E : Number of Edges
2: p : Edge occurrence Probability
3: Result: Random Graph G(n,p)
4:

5: procedure DistributedERMapper(String key, String value)
6: for each word w in value do
7: EmitIntermediate(lineNo,w)
8: end for
9: end procedure

1:

2: procedure DistributedERReducer(String key, Iterator value)
3: for i = 1 to n do
4: Generate uniform random number β ∈ [0, 1)
5: if β < p then
6: result← result+ 1
7: else
8: result← result+ 0
9: end if

10: EmitFinal(NULL, result)
11: end for
12: end procedure
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Chapter 4

Parallelizing Watts and Strogatz

Model

Most large scale networks exhibit small world property. Examples include Internet, Neurons, Social

Networks etc. In small world networks most nodes are not neighbors of one another but most nodes

can be reached from every other by small number of hops or steps. Real world networks tend to

have high clustering. Watts and Strogatz generates random graph with small world properties i.e.

short average path lengths and high clustering. In small world network typical distance between

two randomly chosen nodes is L = logN .

Watts and Strogatz algorithm initially constructs a regular ring lattice with mean degree and

then progressively rewires it one edge after the other until we obtain a random graph. During this

process the farther the node being connected to the more the graph diameter is reduced.

Given the number of nodes n, mean degree k and rewiring probability p, the Watts Strogatz

model generates the undirected random graph WS(n,k,p) in following way.

• Construct a regular ring lattice with each node connecting to k neighbors, that is k/2 on

each side of the node. If (0, 1, 2, ...., n − 1) are nodes then an edge (i, j) exists if and only if

0 < |i− j| mod (n− k
2
) ≤ k

2

• For every node i = (0, 1, 2, ...., n − 1) take every edge (i, j) and rewire it with probability

p. Rewiring is done by replacing the edge (i, j) with edge (i, r) where r is chosen uniformly

random from (0, 1, 2, ...., n− 1) and avoiding self loops r 6= j.

For example, constructing a regular ring lattice for number of nodes n = 9 and the mean degree
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k = 4 is given below as an adjacency matrix representation.





































0 1 1 0 0 0 0 1 1

1 0 1 1 0 0 0 0 1

1 1 0 1 1 0 0 0 0

0 1 1 0 1 1 0 0 0

0 0 1 1 0 1 1 0 0

0 0 0 1 1 0 1 1 0

0 0 0 0 1 1 0 1 1

1 0 0 0 0 1 1 0 1

1 1 0 0 0 0 1 1 0





































4.1 Sequential Watts Strogatz Algorithm

Sequential Watts Strogatz algorithm consists of two procedures namely RingLattice and Rewire.

The RingLattice procedure takes graph G and mean degree k as input. G is a adjacency matrix

representation of the random graph. Watts Strogatz algorithm produces random graph with undi-

rected edges and without self loops.

In the procedure RingLattice we include the k/2 edges on left side and the k/2 edges on the

right side of the each node in the adjacency matrix representation. As we are using the adjacency

matrix representation, if the current node is i and mean degree is k then we include the right

neighboring edges (i, jR) where jR = i + 1, i + 2, ...., i + k
2
and left neighboring edges (i, jL) where

jL = i− 1, i− 2, ...., i− k
2
. While adding the edges if right neighbor node jR value reaches maximum

number of nodes n then we reset the value to jR = 0. If the left neighbor node value jL goes beyond

the zero value then we reset the value jL = n− 1.

After adding k neighbors for each node that is after forming the regular ring lattice with the mean

degree k then we call the procedure Rewire. The Rewire procedure takes each edge that is included

earlier in the RingLattice procedure and rewires it with probability p. For each edge, we generate a

uniform random number γ ∈ (0, 1] and check with probability p i.e. if γ < p the we delete that edge

(i, j) and we reconnect it to a random node randNode ∈ [0, n − 1] which is generated uniformly

random. That is we replace the edge (i, j) with (i, randNode) if it satisfies the condition else the

edge (i, j) remains included. The Algorithm 10 shows the sequential Watts Strogatz algorithm.

4.2 Parallel Watts Strogatz Algorithm

In this section we propose a novel parallel algorithm for sequential Watts Strogatz algorithm. Initially

it calls the RingLattice procedure and forms the ring lattice.As the Watts Strogatz algorithm gener-

ates undirected graph we can not perform including or deleting the edges parallel manner, because

the deletion or inclusion of an edge (i, j) is dependent on (j, i) in adjacency matrix representation

of the random graph G. So we separate the edge inclusion or deletion from the rewiring phase. So

in the parallel code we generate the uniform random number γ ∈ [0, 1) and check with rewiring

probability p. That is if γ < p then we generate a uniform random node randNode ∈ [0, n− 1] and

16



Algorithm 10 Watts Strogatz Algorithm

1: Input: n : Maximum Number of Nodes
2: p : Rewiring Probability
3: k : Mean Degree
4: Result: Random Graph G(n,k,p)
5:

6: procedure WattsStrogatz(n,k,p)
7:

8: Initialization;
9: G = φ;

10: Call procedure RingLattice(G, k);
11: Call procedure Rewire(G, k, p);
12: end procedure
13:

14: procedure RingLattice

15: for i = 0 to n− 1 do
16: jL = i;
17: jR = i;
18: for ( do a = 1 to k/2 )
19: jR = jL + 1;
20: if jR ≥ n then
21: jR = 0;
22: end if
23: G← (i, jR)
24: jL = jL − 1;
25: if jL < 0 then
26: j = n− 1;
27: end if
28: G← (i, jL)
29: end for
30: end for
31: end procedure
32:

33: procedure ReWire

34: for i = 0 to n− 1 do
35: jL = i;
36: jR = i;
37: for ( do a = 1 to k/2 )
38: jR = jR + 1;
39: if jR ≥ n then
40: jR = 0;
41: end if
42: Generate uniform random number γ ∈ [0, 1)
43: if γ < p then
44: Delete the Edge (i, jR);
45: Generate a uniform random integer randNode ∈ [0, n− 1] and randNode 6= jR
46: G← (i, randNode)
47: end if
48: jL = jL − 1;
49: if jL < 0 then
50: j = n− 1;
51: end if
52: Generate uniform random number β ∈ [0, 1)
53: if β < p then
54: Delete the Edge (i, jL);
55: Generate a uniform random integer randNode ∈ [0, n− 1] and randNode 6= jL
56: G← (i, randNode)
57: end if
58: end for
59: end for
60: end procedure
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store the randNode in deviceArray. If the condition is not satisfied the edge will have to remain

as it is so to indicate this we store -1 in deviceArray. Now in the sequential code we check the

deviceArray, if it contains other than -1 then the current edge will be replaced with the value in the

deviceArray otherwise the edge remains same. The Algorithm 11 is the novel parallel algorithm for

watts and strogatz.
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Algorithm 11 Parallel Watts Strogatz Algorithm

1: Input: n : Maximum Number of Nodes
2: p : Rewiring Probability
3: k : Mean Degree
4: Result: Random Graph G(n,k,p)
5:

6: Intialization;
7: G = φ;
8: b = Number of Thread Blocks
9: t = Number of Threads per Block

10: B = b× t;
11: LastEdge = 0;
12: deviceArray[B] = φ
13: Call procedure RINGLATTICE(G,k);
14: In parallel: Set up seeds for Curand States for generating random numbers on GPU.
15: while LastEdge < E do
16: In Parallel: All the threads execute the following code in parallel.
17: index = threadIndex+ blockIndex× t
18: Generate uniform random number α ∈ [0, 1);
19: if α < p then
20: Generate uniform random number RAND ∈ [0, n− 1];
21: deviceArray[index] = RAND;
22: else
23: deviceArray[index] = −1;
24: end if
25: End Parallel Code
26: for i = 0 to B

k
− 1 do

27: for j = 0 tok − 1 do
28: ind = i× k + j
29: if deviceArray[ind] 6= −1 then
30: Delete the old Edge
31: iNode = LastEdge+ 1
32: G← (iNode, deviceArray[index])
33: end if
34: end for
35: end for
36: LastEdge+ = B

k

37: end while
38:

39: procedure RingLattice

40: for i = 0 to n− 1 do
41: jL = i;
42: jR = i;
43: for ( do a = 1 to k/2 )
44: jR = jR + 1;
45: if jR ≥ n then
46: jR = 0;
47: end if
48: G← (i, jR)
49: jL = jL − 1;
50: if jL < 0 then
51: j = n− 1;
52: end if
53: G← (i, jL)
54: end for
55: end for
56: end procedure 19



Chapter 5

Experimental Setup and Results

5.1 Experimental Setup

All the sequential algorithms ER,ZER,PreZER,WattsStrogatz were implemented in GNU C++ with

C++ 2011 standard.Parallel algorithms were implemented using CUDA (Compute Unified Device

Architecture) C++ programming platform for performing parallel computations on GPU (Graphics

Processing Units). Each parallel algorithm is comprised of sequential code and parallel code, that is

host code and device code. The host code is executed on the CPU and the device code is executed on

GPU (Graphics Processing Unit). In our parallel algorithm implementation we used 65,536 parallel

threads for each iteration, each thread executes the parallel code independently on it’s own. All the

programs were executed on a GPU server with Ubuntu 14.04 LTS operating system and Intel Xeon

CPU 2.70GHz machine with nVidia Tesla K20X GPGPU card.

The default setting for ER algorithms are 10000 nodes and m value is set to 300.For Watts Strogatz

algorithms the default values are probability p=0.5 and number of nodes is 20000.

5.2 Erdos Renyi Model

5.2.1 Speedup assessment

on average the algorithms ZER, PreZER, PER, PZER and PPreZER have a speedup factor of 5,4,13,

23 and 26. If the probability p ≤ 0.5 then the algorithms ZER, PreZER, PER, PZER and PPreZER

have a speedup factor of 9,8,13,33 and 36. All the algorithms proposed in this thesis are made

space efficient by representing an edge occurrence with just 1 bit which can be scalable to large

graphs. That is if we have 10000 nodes, the maximum number of possible edges is 100000000 for

directed graph with self loops. So as I’m representing edge occurrence with 1-bit the space needed

is 100000000bits= 12.5MegaBytes.

5.2.2 Results

We initially compare all the six algorithms ER,ZER,PreZER, PER, PZER and PPreZER with vary-

ing the probability. The Figure 5.1 shows the comparison among all six algorithms with probability.
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From the figure we can observe that the for smaller probability values i.e. p ≤ 0.5 the algorithms

ZER, PreZER, PZER and PPreZER becomes very fast because the smaller probability values offers

more opportunities to skip the edges that is the skip values generated will be high. The variation

of probability values will not have any effect on ER and PER algorithms because the ER and PER

algorithms checks all the edges irrespective of the probability value. The parallel algorithms PER,

PZER and PPreZER performance is almost equal. The ZER will perform better upto p = 0.5 after

that the performance is decreased because of logarithm computation overhead.

Figure 5.1: Running Times of algorithms with varying probability

Now we check how the parallel algorithms perform as the size of the graph increases. Figures 5.2

, 5.3 and 5.4 shows the performance of the algorithms for three different probability values 0.1,0.01

and 0.001 with varying the graph size i.e. increasing the number of nodes. The parallel algorithms

perform a lot better than the sequential algorithms as the graph size increases. For low probability

values running times of both the PZER and PreZER algorithms are almost same as there is high

probability to skip the edges. For p=0.001, the skip values generated will be very high so the PreZER

performs better than parallel algorithms upto 40k nodes and ZER performs better upto 60k nodes.

This is because for small graph sizes the parallelization steps become overhead compare to ZER and

PreZER.
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Figure 5.2: Running Times for varying Graph size with p=0.1

Figure 5.3: Running Times for varying Graph size with p=0.01
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Figure 5.4: Running Times for varying Graph size with p=0.001

5.3 Watts Strogatz Model

The average speedup factor for the Parallel Watts Strogatz (PWattsStrogatz) over the sequential

Watts Strogatz algorithm is 3. In watts strogatz algorithm the parallelization process is limited

when compare to ER model because of undirected graph. In parallel watts strogatz algorithm we

separate the edge inclusion and deletion from the parallel code and we do inclusions and deletions of

edges in sequential code. This limits parallelization step. We initially compare both the algorithms

WattsStrogatz and PWattsStrogatz by varying the probability with k=512 and 20k nodes. The figure

5.5 shows the behaviour of WattsStrogatz and PWattsStrogatz with the variation of probability.

From the figure we can observe that the running time of both the algorithm is just slightly varies

with the probability. This is because the inclusion and deletion of edges as the probability increases

more number of edges will be rewired.

From the Figures 5.6, 5.7, 5.8, 5.9 and 5.10 we can observe that as the graph size i.e. number of

nodes increases the parallel watts strogatz algorithm (PWattsStrogatz) is consistently faster than

the sequential watts strogatz algorithm. The parallel watts strogatz algorithm beats the sequential

watts strogatz algorithm by a avg factor of 3.

Figure 5.11 shows the behavior of both the algorithms WattsStrogatz and PWattsStrogatz by

varying k value with fixed probability 0.5 and 20k nodes. From figure we can observe that as the k

value increases the running times of both the algorithms increases. Even though the k value increases

the speedup factor of parallel watts strogatz algorithm remains same.
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Figure 5.5: Running Times for varying Probability with k=512 and 20k nodes

Figure 5.6: Running Times for varying Graph size with k=256
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Figure 5.7: Running Times for varying Graph size with k=512

Figure 5.8: Running Times for varying Graph size with k=1024
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Figure 5.9: Running Times for varying Graph size with p=2048

Figure 5.10: Running Times for varying Graph size with k=4096
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Figure 5.11: Running Times for varying k values

27



Chapter 6

Conclusion

Random Graphs evolved as a data representation and modeling tool for complex networks,

but the previous research hasn’t really focused on improving the efficiency in generating the random

graphs.In this thesis work we have studied the the Erdos Renyi random graph model and we imple-

mented the sequential and parallel algorithms given by the authors of the journal. We have further

improved the performance of the parallel algorithms.

In this thesis work we proposed a novel distributed algorithm for the Erdos Renyi random

graph generation model. We have studied the Watts Strogatz algorithm and implemented a novel

parallel algorithm for watts strogatz algorithm which is 3 times faster than the sequential algorithm.
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